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FOREWORD 
The 2nd ACM SIGSPATIAL International Workshop on Advances in Urban AI (Urban-
AI 2024) brings together researchers and practitioners to discuss advancements and 
future directions in urban AI. Urban AI is an emerging field that combines AI, spatial 
computing, and urban science to address complex challenges faced by cities. The 
availability of extensive urban data and the growth of digitized city infrastructures have 
opened opportunities for data-driven machine learning approaches in urban sciences. 
Urban AI encompasses innovative AI techniques applied to urban problems, AI-ready 
urban data infrastructure, and various urban applications benefiting from AI. Its 
applications range from urban planning and design to traffic prediction, energy 
management, public safety, urban agriculture, and land use. 
 
In the era of digital transformation, cities are becoming smarter, more sustainable, and 
efficient. Urban AI leverages data collected from sensors, satellites, and IoT devices to 
enable evidence-based decision making. Real-time analysis of climate patterns, 
infrastructure performance, energy consumption, and social dynamics helps identify 
vulnerabilities, optimize resource allocation, and inform climate resilience strategies. 
Urban AI R&D takes this concept to new heights by utilizing advanced AI algorithms, 
machine learning, and extensive data analytics to establish intelligent urban ecosystems. 
These ecosystems integrate various urban domains, fostering cohesive operations, data-
informed decision making, and improved citizen experiences. Considering the 
complexity and heterogeneity of urban information, spatiotemporal aspects such as 
location, distance, shape, and spatial patterns must be carefully considered and 
incorporated into urban AI R&D to address geospatial challenges in urban 
environments. 
 
This year, the workshop received a total of 14 manuscripts. Following a stringent 
evaluation by the program committee, 10 manuscripts were accepted for 
presentations—seven manuscripts were accepted as full papers, and three manuscripts 
were accepted as short papers. 
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Abstract
Due to their reliability, e�ciency, and environmental friendliness,
metro systems have become a crucial solution to transportation
challenges associated with urbanization. Many countries have con-
structed or expanded their metro networks over the past decades.
During the planning stage, accurately predicting station ridership
post-expansion, particularly for new stations, is essential to en-
hance the e�ectiveness of infrastructure investments. However,
station-level metro ridership prediction under expansion scenar-
ios (MRP-E) has not been thoroughly explored, as most advanced
models currently focus on short-term predictions. MRP-E presents
signi�cant challenges due to the absence of historical data for newly
built stations and the dynamic, complex spatiotemporal relation-
ships between stations during expansion phases. In this study, we
propose a Metro-speci�c Multi-Graph Attention Network model
(Metro-MGAT) to address these issues. Our model leverages multi-
sourced urban context data and network topology information to
generate station features. Multi-relation graphs are constructed to
capture the spatial correlations between stations, and an attention
mechanism is employed to facilitate graph encoding. The model
has been evaluated through realistic experiments using multi-year
metro ridership data from Shanghai, China. The results validate
the superior performance of our approach compared to existing
methods, particularly in predicting ridership at new stations.

CCS Concepts
• Applied computing ! Transportation; Forecasting.
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1 Introduction
Recent decades have witnessed accelerating urbanization, marked
by a signi�cant migration from rural to urban areas, especially in
developing countries. While urbanization has propelled substantial
global advancements, it has also introduced a series of transporta-
tion challenges such as tra�c congestion and air pollution. Metro
systems have emerged as a key solution to these issues, o�ering
a reliable, e�cient, and environmentally friendly mode of urban
transportation to support burgeoning populations and economic
activities. In light of these bene�ts, metro systems have seen a
signi�cant surge in popularity and have �ourished in numerous
countries globally. During the planning stage of metro expansion,
accurately predicting station ridership (e.g., in�ow and out�ow) af-
ter expansion, particularly for new stations, is crucial for enhancing
the e�ectiveness of infrastructure investments and the sustainabil-
ity of the urban metro system. In this study, we de�ne this task
as the Station-Level Metro Ridership Prediction under Expansion
Scenario (MRP-E) problem.

Metro network expansion generally includes planning newmetro
lines or extending existing ones. In the expansion scenario, stations
can be divided into three types, as illustrated in Fig. 1. Newly built
stations are those not present before the expansion but added to
the metro system afterward. Updated stations are those that existed
before the expansion but have new lines passing through or extend-
ing after the expansion. Existing stations are those that were part
of the network before the expansion and have no new lines passing
through or extending after the expansion. Among these three types,
new stations have no historical ridership data before expansion.
Although existing and updated stations have historical ridership
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Figure 1: Schematic diagram of station types in the network
expansion scenario.

data, their ridership dynamics are a�ected di�erently during the
expansion (this will be elaborated in Sec. 5.1).

The MRP-E task can be viewed as a crucial precursor to metro
network expansion design. E�ective expansion design requires
accurate demand predictions for new stations during the planning
year. While previous studies have made signi�cant contributions
to metro network expansion design using optimization models
and reinforcement learning algorithms [22, 27, 28, 33], they often
overlook the demand prediction step. Many studies either use the
current year’s all-mode travel demand as a proxy for metro demand
in the planning year or rely on unvalidated estimated demands.
This approach can compromise the e�ectiveness of design models,
as metro demand is not equivalent to all-mode travel demand, and
actual metro demand in the planning year may di�er signi�cantly
from current ridership �gures.

Traditional methods for estimating metro ridership, whether
through travel demand modeling [19, 21] or regression models
[2, 12], either involve substantial costs and produce approximate es-
timates, or fail to capture more complex patterns in the data. While
signi�cant e�orts have been made to apply deep learning methods
for metro ridership prediction [4, 29], these methods predominantly
target short-term prediction scenarios (e.g., 15 minutes) and assume
an unchanged network structure. The potential of arti�cial intelli-
gence (AI) methods to address the MRP-E problem merits in-depth
exploration.

In summary, the MRP-E task is challenging for several reasons.
First, under the expansion scenario, the metro network is dynam-
ically evolving, and the spatial interaction between stations can
change accordingly. Therefore, deep learning models designed for
short-term ridership prediction may not be applicable to the MRP-E
task. Secondly, the demand at a given station varies but remains cor-
related over di�erent times. Previous research primarily focuses on
capturing these temporal relationships to forecast future demand.
However, these models depend on the availability of historical de-
mand data. In the case of newly built stations within the MRP-E
task, where historical data is absent, potential demand must be in-
ferred from surrounding urban contexts and other relevant factors.
Third, metro expansion is not a frequent event; new stations and
updated stations are much fewer than existing stations, especially
in mature metro systems. This limits our ability to obtain su�cient

new samples for model training, leading to high performance in
predicting existing stations but poor performance in predicting new
and updated stations.

In this research, we propose a Metro-speci�c Multi-Graph Atten-
tion Network model (Metro-MGAT) to address the MRP-E problem.
Utilizing various urban context data and multi-year metro network
data, we extract station-based spatiotemporal features. Then, to
capture the complex spatial dependencies, we construct multiple
metro-speci�c correlation graphs. The spatiotemporal features and
spatial dependency features are fed into a prediction network to
generate predicted station demand. The main contributions of this
paper are summarized as follows:

• We develop aMetro-speci�c Multi-Graph Attention Network
model (Metro-MGAT) to address the metro station ridership
prediction challenge under expansion scenarios. To the best
of our knowledge, this work presents the �rst attempt to
predict expanded metro station demand using deep learning
algorithms.

• We design multiple graphs speci�c to metro systems to
encode the complex spatial dependencies among stations.
Speci�cally, a geographical distance graph, a functional sim-
ilarity graph, and a travel impedance graph are incorporated
into the model, and a graph attention mechanism is adopted
to facilitate the learning of spatial interaction features.

• To address the class imbalance issue (i.e., new stations are
much less numerous than existing stations) in the MRP-E
task, we design an age-weighted loss function. This gives
"younger" stations, typically those newly built, higher prior-
ity, enhancing the model’s performance for new stations.

2 Related Works
2.1 Traditional Metro Ridership Prediction

Methods
The traditional approach to metro ridership prediction has pre-
dominantly utilized four-step methods [11, 19] or activity-based
models [1, 21], which are part of the broader travel demand model-
ing framework. In this framework, metro ridership is viewed as the
demand for a speci�c mode of transportation. While these meth-
ods are behaviorally consistent, they require extensive data and a
comprehensive calibration of explanatory variables.

As alternatives, several e�ective models have been proposed
to enhance the detail and accuracy of ridership predictions. Time
series models, extensively applied in forecasting transportation de-
mand, predict ridership based on regression analyses of past values
[7, 34]. Direct ridership models, such as Ordinary Least Squares
(OLS) regression and Geographically Weighted Regression (GWR),
directly link ridership to accessible factors like local demographics,
economic indices, and geographic information [2, 3, 12]. While
these statistical methods provide good interpretability, they often
struggle to capture the nonlinear dynamics of tra�c data and may
falter under complex conditions and large datasets.

Additionally, machine learning techniques have been explored
for ridership prediction. For example, [26] employed the XGBoost
model to predict travel demand in expanding metros. However,
existing models have not been deployed on real-world expansion
datasets, which may fail to capture the complex spatial interactions
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between stations during expansion. Consequently, there is a press-
ing need to develop more accurate models that can realistically
represent the planning and deployment of real-world metro system
expansions over time.

2.2 Deep Learning Methods in Ridership
Prediction

To address the limitations of traditional forecasting methods, some
researchers have turned to neural networks (NN) and hybrid mod-
els to enhance demand forecasting [20, 24]. Neural networks excel
at handling complex nonlinear problems without requiring prior
knowledge of the relationships between input and output vari-
ables. With the rapid advancements in AI, an increasing number of
deep learning algorithms are being utilized to predict metro rider-
ship [17, 29]. Prominent models include Long Short-Term Memory
(LSTM) [9] and Gated Recurrent Unit (GRU) [8, 30]. Furthermore,
spatial dependency has been integrated into models, employing
Convolutional Neural Networks (CNNs) and their hybrid coun-
terparts to explore spatial correlations and achieve network-scale
passenger predictions [18, 32].

However, as these CNN-based models often represent metro
ridership as grid-based data, there are concerns that this approach
may not provide satisfactory accuracy due to the neglect of re-
alistic network topology [4], especially since metro stations are
sparsely distributed across urban areas, potentially leading to inad-
equate capture of representative spatiotemporal patterns [4, 15, 29].
Recently, graph-based models such as the Graph Convolutional
Network (GCN) have gained popularity for their ability to consider
the topological information of the network [4, 31].

Despite these advancements, most AI applications have focused
on short-term prediction scenarios. Over long planning horizons,
the evolving nature of metro networks due to expansion can sig-
ni�cantly in�uence ridership distribution, while short-term deep
learning prediction models often assume an unchanged network
structure. Additionally, although these studies demonstrate the ef-
fectiveness of deep learning models for metro demand prediction,
they generally rely on sequential/temporal dependencies, which are
not applicable for metro expansion scenarios where new stations
lack historical data.

Although some recent studies have addressed demand prediction
problems in long-term expansion scenarios [14, 16], they predomi-
nantly focus on bike-sharing and electric vehicles. Metro expansion
di�ers from these modes in several key ways: 1) the spatial inter-
action between stations in metro systems is more complex due
to the distribution of metro lines; 2) metro expansions are rarer,
thus exacerbating the new/existing station imbalance problem; and
3) in metro expansion, there are new/existing stations as well as
updated stations, each showing distinct dynamics. To the best of
our knowledge, very limited e�orts have been devoted to exploring
deep learning for demand forecasting in metro expansion scenar-
ios. Given the growing interest in applying deep learning-based
methods to future urban and transportation planning, there is a
compelling need to further investigate these advanced methods for
planning metro systems of the future.

3 Problem Formulation
3.1 Preliminaries
3.1.1 Metro Station Demand. For practical purposes, metro station
demand under expansion scenarios does not always necessitate
�ne-grained forecasting such as hourly or daily levels as is typical
in short-term prediction models. Instead, the goal is to capture the
total passenger �ow at relatively macroscopic time scales for newly
planned and updated stations to ensure a reasonable allocation of
resources. In this study, to capture the seasonal dynamics, metro
station demand is observed at the monthly level. For station 8 , we
aim to predict its demand 38,C at month C as the average daily in�ow
and out�ow. This can be computed as 38=/>DC8,C =

Õ"
<=13

8=/>DC
8,C,< /" ,

where 38=/>DC8,C,< represents the daily in�ow and out�ow of station 8
on day< of month C , and" is the total number of days in month C .

3.1.2 Multi-relation Graph. We model the urban metro network
as a weighted undirected relational graph. Due to metro expansion,
the structure of the metro network evolves dynamically over time,
which can be denoted as ⌧ = {+ , ⇢,, ,-, ⇡, C}, where + refers to
the metro stations at month C , ⇢ denotes the relationships between
stations at month C ,, represents the weights of the edges at time
C , - indicates the features of stations at month C and ⇡ signi�es the
demand at stations for month C . In this study, we de�ne multiple
graphs according to di�erent relationships between stations, which
will be introduced in Sec. 4.2.

3.2 Metro Expansion Demand Prediction
Problem

Suppose month ? marks the transition from the training to the test-
ing period. Given the metro network structure and station features
from the earlier training period {1, 2, ...? � 1}, this study aims to
develop a mapping function � that correlates station demand with
station features, denoted as ⇡8=/>DC

8,C = � (- 8=/>DC
8,C ). The training

period encompasses several metro expansions, enabling this func-
tion to capture dynamic mapping relationships under expansion
scenarios.

Subsequently, using the anticipated metro network structure
and current station features, we apply the mapping function to
future expansion scenarios in the testing period {?, ? + 1, ..., %} to
generate demand predictions ⇡̂8=/>DC

8,C = � (- 8=/>DC
8,C ). It is important

to note that stations will have their features based solely on the
urban environment, network structure, and temporal information,
rather than historical demand.

3.3 Framework
Fig. 2 presents an overview of the proposed framework for predict-
ing demand in metro expansion scenarios, which comprises three
main components. First, we utilize multi-sourced urban informa-
tion to extract station-based urban context features. Additionally,
temporal factors that in�uence station demand dynamics are en-
coded to capture the station-level temporal information. Detailed
features will be presented in Sec. 4.1. Second, to capture the spa-
tial correlations between stations, we construct multiple relational
graphs to encode various spatial dependency relationships, which
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Figure 2: Overview of the proposed framework for expanded demand prediction.

will be detailed in Sec. 4.2. Third, utilizing the spatiotemporal en-
codings and spatial interaction features, we integrate these features
and input them into the prediction network, generating the antici-
pated demand for newly-built, existing, and updated stations. This
component is outlined in Sec. 4.3.

4 Methodology
4.1 Spatiotemporal Feature Extraction
4.1.1 Spatial Features. We utilize diverse urban and metro net-
work information to extract station-based spatial features. These
primarily include features related to the metro network structure,
the built environment, and multimodal demand. A detailed list of
these features is provided in Tab. 1.

Network structure feature are extracted from the metro net-
work’s topology, denoted as GB8,C 2 R12. This 12-dimensional vector
includes features such as station centrality, the number of con-
nected stations, and the number of connected metro lines. Due
to the dynamically evolving topology, we extract these structure
features for every observation month C .

Built environment features have been found to be highly corre-
lated with metro �ows in previous studies. In this study, we extract
a 21-dimensional built environment feature vector G18 2 R21. These
features, calculated within a 500-meter bu�er around stations, pri-
marily include population density [6], house value 1, and the density
of 14 categories of Points of Interest (POIs) 2. Due to data availabil-
ity, the built environment data is static and was primarily recorded
in 2017.

1Extracted from Lianjia, one of China’s largest real estate intermediary companies.
https://m.lianjia.com/
2Obtained from the Gaode API: https://lbs.amap.com/

Table 1: Summary of features and categories.

Features

Spatial features (dim=37)
1) Network structure (dim=12)
station centralities, metro station connections, metro line con-

nections, interchange station, terminal station. . .
2) Built environment (dim=21)
population density, house value, POI density of 14 categories,

road density, intersection density, landuse diversity. . .
3) Multimodal demand (dim=4)
taxi pick-ups, taxi drop-o�s, bus stop density, bus line density

Temporal features (dim=14)
1) Station status (dim=2)
station age, updated status

2) Month (dim=3<)
observation month embedding

Multimodal demand can potentially re�ect metro demand. For
instance, buses and taxis can either compete with or complement
metro systems, especially over long distances. Hence, these modes
may exhibit complex relationships with metro usage. In this study,
we incorporate bus and taxi demand into the model. Taxi demand
is calculated as the average daily number of taxi pickups and drop-
o�s within a 500-meter radius of metro stations. Bus demand is
represented by the density of bus stops and bus lines within the
same radius. We combine these as the multimodal demand feature
vector G<8 2 R4, with taxi data speci�cally collected from Shanghai
between April 1st and April 30th, 2015.

9
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Based on the above features, the spatial feature vector for station
8 at month C can be represented as:

G%8,C = [GB8,C k G18 k G<8 ], (1)
where k denotes the concatenation function.

4.1.2 Temporal Features. We include two types of features to en-
code temporal information: station status and month. The former
includes the station’s age G08,C 2 R (the number of months since
it �rst operated) and update status GD8,C 2 R (whether it has had
new lines pass through within the past year). The latter feature
records the month of observation, which is transformed into a
month embedding vector -<

8,C 2 R3< , where 3< is the vector di-
mension. Each month is represented as a unique vector to capture
seasonal �uctuations. The temporal features of station 8 at month C
can be represented as:

G)8,C = [G08,C k GD8,C k G<8,C ] (2)

4.2 Multi-relation Graph Representation
4.2.1 Multiple Graph Construction. The demand at one station can
be in�uenced by other stations within the metro system. Rather
than solely relying on physical topologies or geographic proximity,
we construct multiple graphs speci�cally tailored for metro systems
to capture the complex spatial dependencies among stations.

Geographical Distance Graph: Generally, stations that are ge-
ographically closer tend to be more correlated. We de�ne a distance
graph to model this spatial correlation. In this graph, the geograph-
ical proximity between station 8 and 9 at month C is computed
as:

068 9,C = exp(�(
38BC8 9,C
f6

)2), (3)

where 068 9,C is the geographical adjacency weight between station 8
and 9 in month C , 38BC8 9,C denotes their geographical distance, and
f6 is set as the standard deviations of 38BC8 9,C .

Functional similarity graph: Stations with similar distribu-
tions of land use functions may exhibit closer demand patterns.
For example, if two stations are located within the same functional
zone, the people arriving and departing from these stations are
likely to have similar activity patterns, leading to more similar �ow
distributions. In this study, we use the built environment features
surrounding each station to encode their land use function. The
function similarity between a pair of stations {8, 9} is is computed
as:

018 9,C = exp(�(
⇢D2 (G18 , G19 )

f1
)2), (4)

where 018 9,C is the functional adjacency weight between station 8

and 9 in month C , ⇢D2 (G18 , G19 ) is the Euclidean distance function,
G18 and G19 are built environment vectors described in Sec. 4.1, and
f1 is set as the standard deviations of ⇢D2G18 ,G19 .

Travel impedance graph: For transportation systems such as
bikesharing or taxis, travel cost is highly correlated with the dis-
tance between two locations. However, in metro systems, transfer

times play a critical role in people’s travel decision-making. Thus,
station pairs with lower travel impedance may exhibit higher spa-
tial interaction. The travel impedance proximity between a station
pair {8, 9} is computed as:

028 9,C = exp(�(
�<?8 9,C
f2

)2), (5)

�<?8 9,C = min
A

{;A8 9,C + V=A8 9,C }, (6)

where 028 9,C is the impedance-based adjacency weight between sta-
tion 8 and 9 in month C . �<?8 9,C is the impedance function, which
factors in network distance and transfer times. ;A8 9,C is the number
of link segments in route A between station pair {8, 9} at month C ,
=A8 9,C denotes the number of transfers in route A between station
pair {8, 9} at month C , V is transfer penalty parameter, and f2 is set
as the standard deviations of �<?8 9,C .

Based on the above three types of adjacency matrices, we select
the top-K nearest stations for station 8 as its neighborhood stations
for each category and construct three graphs for each month, de-
noted as ⌧6

8,C , ⌧
1
8,C , and ⌧2

8,C , respectively. Note that for the same
station 8 , its associated graphs may change in di�erent months due
to the addition of new stations.

4.2.2 Graph A�ention Network Encoding. Based on the constructed
graphs ⌧6

8,C , ⌧
1
8,C , and ⌧2

8,C , we can extract the spatial features of
neighboring stations for each station and fuse them through a graph
attention mechanism to generate spatial interaction features ⌘68,C ,
⌘18,C , and ⌘

2
8,C . Given the input spatial feature vector of station 8 G%8,C ,

the spatial interaction feature is computed as the weighted sum of
its neighbors’ spatial feature vectors G%9,C . Taking the geographical
proximity graph ⌧6

8,C as an example, the geographical interaction
feature vector ⌘68,C can be represented as:

⌘68,C =
Õ

92#6
8,C
U8 9,C,G%9,C , (7)

U8 9,C =
4G? (�CC=(,G%8,C k,G%9,C ))Õ

:2#6
8,C
4G? (�CC=(,G%8,C k,G%

:,C
))
, (8)

where #6
8,C denotes the geographical neighborhood station set

of station 8 at month C ,, is a shared parameter matrix used to
perform a linear transformation on all spatial feature vectors. U8 9,C
is the normalized attention weight between station 8 and its neigh-
boring station 9 at month C , and�CC=(·) is a two-layer feed-forward
network used to generate pairwise attention scores.

4.3 Demand Prediction Network
4.3.1 FNN Prediction Layer. In the prediction network, the ex-
tracted spatiotemporal features along with the learned spatial in-
teraction features are fed into the network, generating the in�ow
and out�ow predictions. In this study, we employ a feed-forward
network (FNN) as the prediction layer. Speci�cally, for a target
station 8 at month C , the prediction network performs the following
computations:
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I1 = '4!* (,1 ( [G%8,C k G)8,C k ⌘68,C k ⌘18,C k ⌘28,C ])),
I2 = '4!* (,2I1),
I3 = B86<>83 (,3I2),
3̂8,C =,4I3,

(9)

where G%8,C , G
)
8,C , ⌘

6
8,C , ⌘

1
8,C , and ⌘28,C represent the spatial features,

temporal features, and three types of spatial interaction features,
respectively.,1,,2,,3, and,4 are learnable parameter matrices.
3̂8,C 2 R2 is the predicted in�ow and out�ow demand of station 8 at
month C .

4.3.2 Age-weighted Loss Function. Typically, the loss function is
designed as the sum of squared errors between the predicted and
real-world demand. However, in this model, we prioritize the predic-
tion of newly built stations. Speci�cally, we design a weighted loss
function that adjusts the observation weight based on the station’s
opening age. The loss function is calculated as follows:

!\ =
Õ)
C=1

Õ#C
8=1W8,C (3̂8,C � 38,C )2,

W8,C = 1
G08,C+1

, (10)

where ) is the number of months in the training period, #C is the
number of stations at month C , and W8,C is the sample weight, which
is inversely proportional to the station age G08,C .

5 Experiments
5.1 Data Analysis
In this study, we utilize Shanghai as the case city. The Shanghai
metro ridership dataset spans daily passenger in�ow and out�ow
for each station from January 2014 to December 2019. Due to a
technical issue, data from April 2014 to October 2014 are missing.
Fig. 3 (b) illustrates the number of stations and the average daily
ridership for each month from December 2014 to December 2019.
It is evident that the Shanghai metro network underwent several
expansions during this period, resulting in a general increase in
system-wide average ridership. Fig. 3 (a) depicts the network topol-
ogy in December of 2014, 2017, and 2019. Purple stations represent
existing stations, red stations denote newly built stations since the
previous stage, and blue stations indicate updated stations that
were passed by new lines or received line extensions compared to
the previous stage.

The three types of stations exhibit distinct �ow dynamics due
to the expansion. For example, consider the expansion in Decem-
ber 2015, as illustrated in Fig. 3 (c), where we track the ridership
dynamics from January 2015 (one year before expansion) to Decem-
ber 2016 (one year after expansion) for the three types of stations.
The �ows of 20 sampled existing stations, all new stations, and all
updated stations in this expansion are illustrated in this sub�gure.
The �ow at newly built stations showed a signi�cant increasing
trend since their opening in December 2015. In contrast, the �ow
at existing stations remained relatively stable, with only seasonal
�uctuations evident. Updated stations, compared to existing ones,
displayed more pronounced �uctuations; particularly in December
2015, when the updated stations were �rst served by new lines or
had extensions, some updated stations experienced a noticeable
initial surge in ridership followed by a sudden drop. On the other

hand, contemporaneous existing stations did not exhibit an increas-
ing trend but rather a decline leading up to the Spring Festival
holidays. This suggests that the expansion impacts di�erent types
of stations di�erently: new stations experience a signi�cant and
sustained increase in tra�c, updated stations show a relatively mi-
nor and short-term growth trend, while existing stations are largely
una�ected.

5.2 Experiment Settings
In this study, each station-month pair is treated as an individual
observation. To capture the dynamics of metro expansion, we utilize
data from January 2014 to June 2017 for training and validation,
and data from July 2017 to December 2019 for testing. During the
training and validation period, 303 stations were operational, while
the testing period saw the addition of 31 new stations and updates
to 10 stations (i.e., these stations had new lines introduced or line
extensions during the testing period).

As discussed in Sec. 5.1, the �ow �uctuations exhibit di�erences
between new and updated stations under the in�uence of expan-
sion. For newly built stations in the testing period, all observations
from their months of operation are treated as new observations.
In contrast, for updated stations in the testing period, due to their
relatively minor �uctuations resulting from the expansion, only
observations within one year of the update are considered new
observations. All other station-month observations in the testing
period are classi�ed as existing observations. Consequently, there
are 10,347 observations in the training and validation period, and
9,883 observations in the testing period, which includes 8,960 exist-
ing observations and 923 new observations.

5.3 Baseline Models
We evaluate our Metro-MGAT model against �ve baseline models,
which include three non-deep learning models and two advanced
deep learning models. The details of these models are as follows:

Linear Regression [25] is a commonly used regression model
that assumes linear relationships between metro station demand
and in�uencing factors.

Ridge Regression [10] addresses the issue of multicollinearity
in linear regression by incorporating L2 regularization. The regu-
larization strength is controlled by the parameter U , which we set
at 0.01.

XGBoost [5] is a tree-based ensemble learning algorithm. It uti-
lizes multiple regression trees in a boosting framework to improve
prediction accuracy.

Feed Forward Network (FNN) [23] typically consists of an input
layer, several hidden layers, and an output layer. Unlike graph-based
models, FNNs do not inherently capture spatial relationships. To
ensure a fair comparison, we use the prediction layer from our
model as the benchmark for the FNN.

Multi-graphConvolutionalNetwork (MGCN) [13] is designed
speci�cally for graph data. It aggregates features from neighboring
stations using prede�ned weights rather than an attention mech-
anism. For a fair comparison in this baseline model, we employ
the same multiple graphs as those constructed in our Metro-MGAT
model.

11



A Graph Deep Learning Model for Station Ridership Prediction in Expanding Metro Networks UrbanAI’24, October 29–November 01, 2024, Atlanta, GA

Figure 3: Spatiotemporal analysis of Shanghai metro data.

Spatially-dependentMulti-graphA�entionNetwork (Spatial-
MGAT) [14] is a graph neural network approach for predicting
the station-level demand in bike-sharing system under expansion
scenarios. This model constructs graphs based on geographical
proximity and built environment similarity, and uses attention
mechanisms to learn the correlation weights between bike stations.

The model performance is evaluated using four metrics: Root
Mean Square Error ('"(⇢), Mean Absolute Error ("�⇢), Mean
Absolute Percentage Error ("�%⇢), and the Coe�cient of Determi-
nation ('2), which are de�ned as follows:

'"(⇢ =
r

1
2⇥
Õ)
C=1#C

Õ)
C=1

Õ#C
8=1

Õ1
4=0 (348,C � 3̂48,C )2,

"�⇢ = 1
2⇥
Õ)
C=1#C

Õ)
C=1

Õ#C
8=1

Õ1
4=0

���348,C � 3̂48,C

��� ,
"�%⇢ = 100%

2⇥
Õ)
C=1#C

Õ)
C=1

Õ#C
8=1

Õ1
4=0

���348,C�3̂48,C
���

348,C
,

'2 = 1 �
Õ)
C=1

Õ#C
8=1

Õ1
4=0 (348,C � 3̂48,C )2Õ)

C=1
Õ#C
8=1

Õ1
4=0 (348,C � 3̄)2

,

(11)

where) is the number of months in the test period,#C is the number
of stations in month<, 348,C and 3̂

4
8,C are the true and predict demand

of in�ow/out�ow (4=1 denotes in�ow, and 4 = 0 denotes out�ow).
3̄ is the average demand.

6 Results
6.1 Performance Analysis
In this section, we compare the performance of the Metro-MGAT
model with the aforementioned baselinemodels. For eachmodel, we
conduct experiments �ve times and report the average performance,
as listed in Tab. 2. For new observations, our model outperforms

all other models across all four metrics. Compared to the second-
best model, FNN, our model reduces RMSE, MAE, and MAPE by
7.2%, 6.8% and 8.3%, respectively, while improving '2 by 4.5%. This
improvement may be attributed to our model’s enhanced ability
to leverage spatial knowledge compared to classical deep neural
networks.

Linear regression and ridge regression exhibit similar perfor-
mance, with XGBoost performing slightly better. Unexpectedly,
MGCN performs poorly regarding '2 in predicting new observa-
tions, which may be due to the prede�ned adjacency weights intro-
ducing biased spatial dependencies. In contrast, the graph attention
mechanism in Metro-MGAT e�ectively captures the complex spa-
tial relationships between stations.

For existing observations, XGBoost achieves the best perfor-
mance across all four metrics, while our model generally ranks
third. This is not surprising, as our model prioritizes new observa-
tions by assigning higher weights to newly built stations, which
can lead to relatively lower performance in predicting existing de-
mand. Prediction models for existing stations have been extensively
explored in previous work and have achieved very high accuracy,
making them less of a focus in this study.

6.2 Ablation Analysis
In this subsection, we conduct an ablation analysis to verify the
e�ectiveness of key components in our model. Speci�cally, we cre-
ate variant models by removing di�erent components and compare
their performance with the full Metro-MGAT model. The variant
models include: -SS: Removing station status features, i.e., station
age G08,C and update status G

D
8,C . -MD: Removing multimodal demand

features G<8 . -WL: Using an unweighted loss function, i.e., apply-
ing uniform weights to all samples. -IG: Removing the impedance
graph. The performance of these variants is displayed in Tab. 3.
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Table 2: Comparison of model performance.

New observations Existing observations
Models RMSE MAE MAPE '2 RMSE MAE MAPE '2

Linear regression 8.471e3 6.226e3 1.381 0.680 8.338e3 6.145e3 0.535 0.768
Ridge regression 8.480e3 6.211e3 1.375 0.678 8.335e3 6.141e3 0.536 0.768
XGBoost 7.712e3 3.833e3 0.536 0.698 3.789e3 2.119e3 0.165 0.952
FNN 3.584e3 2.618e3 0.460 0.709 5.710e3 3.857e3 0.305 0.902
MGCN 7.557e3 5.503e3 1.310 0.354 5.689e3 3.894e3 0.348 0.902
Spatial-MGAT 3.829e3 2.894e3 0.473 0.694 5.024e3 3.378e3 0.283 0.923
Metro-MGAT (our model) 3.325e3 2.441e3 0.422 0.741 5.068e3 3.449e3 0.323 0.919

Table 3: Performance of variant models.

New observations Existing observations
Models RMSE MAE MAPE '2 RMSE MAE MAPE '2

Metro-MGAT 3.325e3 2.441e3 0.422 0.741 5.068e3 3.449e3 0.323 0.919
-SS 3.810e3 2.820e3 0.469 0.631 5.692e3 3.456e3 0.266 0.909
-MD 3.736e3 2.812e3 0.474 0.696 5.390e3 3.696e3 0.338 0.908
-WL 3.565e3 2.691e3 0.438 0.734 4.643e3 3.014e3 0.270 0.932
-IG 3.432e3 2.520e3 0.451 0.713 5.657e3 3.735e3 0.347 0.902

The key components of our Metro-MGATmodel are shown to be
e�ective in predicting demand for new observations, as indicated
by the lower performance across all four metrics when these com-
ponents are removed. For existing observations, all components,
except for the weighted loss function, also contribute signi�cantly
to improving model performance, which is expected given that the
weighted loss function is speci�cally designed to prioritize new
observations.

7 Conclusion and Discussion
In this study, we propose a Metro-speci�c Multi-Graph Attention
Network (Metro-MGAT) model to address the challenge of station-
level metro ridership prediction under expansion scenarios (MRP-E).
MRP-E is a complex task due to the absence of historical demand
data for newly built stations and the intricate relationship between
urban context and station ridership. Additionally, the dynamically
evolving network structure and the scarcity of new or updated
stations further complicate the problem, rendering recent deep
learning models designed for short-term prediction unsuitable. To
tackle the MRP-E task, our Metro-MGAT model incorporates three
key components. First, we extract station-based spatiotemporal
features for each month from various urban data sources and net-
work topology. Next, to capture the spatial dependencies between
stations, we construct multiple specialized graphs for metro sys-
tems, including geographical distance graphs, functional similarity
graphs, and travel impedance graphs. An attention mechanism is
employed to e�ectively capture complex spatial correlations. All
features are then fused and fed into a feed-forward network to
generate potential metro demand predictions. To address the issue
of observation imbalance, we design an age-weighted loss function.
To validate our model and capture the complex impacts of net-
work expansion, we conduct experiments on a real-world dataset
from the Shanghai metro system, covering the period from 2014

to 2019. The results demonstrate the superiority of our proposed
model in predicting demand for new observations and highlight
the e�ectiveness of the model’s components.

Additionally, we acknowledge the limitations of our work con-
cerning the adequacy of the experiments and datasets. In the future,
we plan to conduct further experiments to di�erentiate the perfor-
mance of updated stations from that of newly built stations, and
we will utilize additional datasets to validate our model’s perfor-
mance. Furthermore, we aim to enhance our model to develop a
demand-driven framework for metro network design.
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Abstract
Mass transit is a key aspect of urban planning and management. A
vast network of mass transit provides various options for connectiv-
ity to individuals through extensive networks. On the other hand, a
bigger network incurs a huge cost on the operator. Thus, striking a
balance between the two is essential and challenging. Furthermore,
with the transportation sector being a huge contributor to carbon
emission, there is a pressing need to address this environmental
impact. This paper presents Smart Route, an app which enables
planning and optimization of mass transit for reduction in operating
cost and fuel emission while maintaining high levels of passenger
satisfaction with the network.
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1 Introduction
The COVID-19 pandemic resulted in declines in transit ridership in
cities worldwide. [11] This increases pressure on operators, who at-
tempt to maintain the quality of service with reduced pro�ts. Thus,
cost-cutting in these networks has become a relevant discussion.
[10] Additionally, the transportation sector, according to the Inter-
national Energy Agency [13], accounts for about a quarter of total
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global carbon emissions and has become the second largest carbon-
emitting sector in the world. Thus, reduction in these emissions is
of paramount signi�cance in today’s age.

In the context of these challenges, planning e�cient and sus-
tainable transit networks becomes even more critical. While rail-
based systems rely on �xed infrastructure, bus-based networks
o�er greater �exibility through dynamic rerouting, enabling op-
erators to modify their services according to changing passenger
demands. However, this �exibility also introduces complexity, as it
leads to a multitude of potential network con�gurations, each with
unique implications for meeting passenger needs and controlling
operational costs. Balancing these factors is essential for optimiz-
ing bus networks in a post-pandemic world, where both �nancial
sustainability and environmental impact are key considerations.

The planning process for public or mass transit is composed
of the following broad steps: resource allocation by selecting bus
stop locations, network design using these locations, frequency
setting, vehicle scheduling and crew scheduling [8] [15]. The �rst
component (i.e., resource allocation) is essential in determining
the e�ectiveness of the network in terms of the population of the
city using it and the next two components (i.e., network design
and frequency setting) determine the shape and number of transit
routes, route lengths and the number of �eet vehicles based on
demand, land use, community characteristics and travel behaviour.

After bus stop locations have been determined and passenger
demand between stop locations has been assessed, the problem of
planning a bus network is essentially the same as that of the Vehicle
Routing Problem with pickup and delivery (VRPPD). [5][7] Capac-
ity constraint can be considered, which is also a standard extension
of the Vehicle Routing Problem (VRP). The capacity metric can be
expressed in terms of bus seating capacity, which is particularly
important when managing a heterogeneous �eet of buses and mak-
ing decisions on which buses to deploy on speci�c routes at given
times. This combinatorial problem is mathematically intractable.
[19] Research in this domain has shown signi�cant promise with
the use of heuristics or metaheuristic algorithms. [17]

Optimization of an existing bus network is an equally challeng-
ing problem, particularly because there are multiple methods of
performing the optimization: removing less busy stops from the
network, combining consecutive less busy stops into a single stop
which could include relocation/allocation of physical resources
to create a new bus stop at a new location, rerouting two routes
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slightly to add an interchange to the network to increase mobility,
reducing the frequency of operation along a certain route, amongst
many other methods. There is no obvious “best” method for the
optimization of a network.

This setting can be viewed as a multi-objective problem, with
the objectives of customer satisfaction and the cost of the network
being contradictory to each other. It is essential to strike a balance
in this trade-o�. It can also be treated as a constrained optimization
problem, with cost as the only objective and customer satisfaction
being the constraint parameters.

While many optimization algorithms exist, there are no ap-
proaches to perform planning as well as optimization using the
same platform. Our app “SmartRoute” performs this integration,
where the optimization of bus routes is performed by removing
stops along the routes. We present an approach that can enable
operators to perform the following tasks: (1) utilize their domain
knowledge to iteratively remove stops to optimize the network for
cost and visualize its impact, (2) run an algorithm to perform this
optimization automatically, (3) draw a route plan based on expected
passenger demand. (4) We also provide easy-to-use GIS visualiza-
tions and graphs for viewing the e�ects on costs and passenger
satisfaction, measured in terms of walking distance. We provide
the operator with a choice amongst three algorithms: Simulated
Annealing, Genetic Algorithm and NSGA-II in order to �nd out the
best results across a wide number of potential solutions. We elab-
orate more on these components in later sections. The algorithm
used for route planning is Tabu Search, which works on solving a
VRPPD. This problem is relevant in recent times due to increased
losses for operators in mass transit and, thus, them implementing
cost cutting practices, especially �rms that operate private transit
networks for their employees.

2 Related Work
Route planning and optimization has been subject to a lot of re-
search over a long period of time, with some reviews already in
the literature. Several heuristic as well as metaheuristic algorithms,
particularly the Genetic Algorithm, have been utilized in attempts
to solve this problem, each presenting their own merits. Ngam-
chai and Lovell [20] use the Genetic Algorithm for the problem
of route design and frequency setting with an aim to maximize
transfers. Another study around the same time by Chakroborty
[4] performs the route designing and frequency setting task using
Genetic Algorithm and argues for why it should be used for the
task of Urban Transit Network Design Problem (UTNDP). Another
approach using the Genetic Algorithm is presented by Pattnaik et
al [21], where they design a network in a two-stage process: �rst,
generate a candidate set of optimal solutions (considering both user
and operator cost) and second to �nd the optimal solution from this
set. Both the steps utilize the Genetic Algorithm. Other algorithms
have also been tested for in this problem setting. Cancela et al [2]
provides a comprehensive approach that uses Mixed Integer Linear
Programming (MILP) using a graphical model to design routes from
scratch in a public transit network given the stop locations, taking
into account the constraints of bus capacity, waiting time and trans-
fers. In more recent work, NSGA-II appears as an enhancement over
the traditional Genetic Algorithm since it provides more �exibility,

and has been utilized for both, the network design problem [26]
as well as network design with frequency setting [3]. Yang et al
[26] utilizes NSGA-II whilst considering the number of routes as
an important parameter in determining the quality of the network,
in terms of directness and travel time for users, and the cost to the
operator. Presently, the use of Reinforcement Learning is being ex-
plored for this problem [27]. Their work presents a model that takes
as input the locations of bus stops and it draws the bus network
as routes to maximize the met passenger demand along with the
frequency. However, the model only works for a �xed set of stops
and needs to be retrained for a di�erent network, thus making it
computationally heavy.

The challenge of optimizing existing transit routes has been ex-
tensively researched, with numerous studies exploring di�erent
optimization methods due to the open-ended nature of the prob-
lem. One study [18] demonstrates practical applicability by testing
its approach in the city of Dresden, Germany, where it seeks to
optimize an existing network by �nding a con�guration that max-
imizes passenger demand, by estimating the reaction of existing
and potential passengers to the changes in the network. Another
study [28] presents an approach to minimize transfers and optimize
the route directness, improving passenger satisfaction. They use a
greedy algorithm and a fast hill climb approach and compare the
e�ectiveness of these methods.

In particular reference to stop removal and stop spacing, Stewart
et al [23] speci�cally highlights upon the extremely close spacing
of stops in North America, originally designed to reduce walking
distances for passengers. This creates an ine�ciency in the bus net-
work due to longer travel times because of more frequent stops and,
additionally, a higher operational cost. Their approach to optimal
stop spacing involves formula-based calculation of stop importance.
However, there is no utilization of automated algorithms. Another
related work [12] explores the Dynamic Programming (DP) para-
digm to �nd optimal stop spacing, but, is based entirely on spacing
in terms of distance and the output could require a change in the
physical infrastructure present, incurring a cost to the operator.

Our study is motivated by the fact that these two problems, route
design and route optimization, are related in practical signi�cance
to operators in the present day context of expanding cities with
pre-existing networks, along with increasing ecological concerns.
We thus aim to solve both of them, using an integrated GIS-based
visualization app that can intuitively present the results for the
operator, thus demanding minimal technical expertise.

3 Methodology
Our main focus for the app “SmartRoute” is cost reduction while
maintaining a minimum passenger satisfaction, that is set by the
operator. The operator can vary this threshold to view the trends in
cost reduction and set it at a value that aligns with their trade-o�
expectations. The method by which we optimize the bus network
is by stop removal. For route planning, we take as input the travel
demand between every pair of stops and use Tabu Search to �nd
the optimal network, that ful�lls all passenger demands.

In this section, we �rst go over the methods employed for the
stop removal module and then the route planning module.
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3.1 Stop Removal
Stop removal is processed as follows: for each stop removed, the
reduction in the operator cost is computed. Simultaneously, pas-
sengers using that stop now have to walk an additional distance to
either of the adjacent stops (unless the stop that was removed was a
terminal stop - in which case all the passengers move to the single
adjacent stop). This results in a decrease in passenger satisfaction.
We use this additional walking distance, averaged over all the pas-
sengers using that route as the metric to measure the passenger
satisfaction and we call it the ‘Average Walking Distance’. We treat
this as a constrained optimization problem, where the operator
provides the threshold for the Average Walking Distance on the
route and then the algorithm computes the optimal set of stops
that can be removed to minimize the cost, while ensuring that the
Average Walking Distance doesn’t exceed the provided threshold.

3.1.1 Cost and Passenger Satisfaction. We identi�ed these major
sources of cost for the operator:

• Bus purchase cost and annual maintenance cost (AMC)
• AMC for bus stops on the route
• Cost of fuel consumed
• Carbon tax (levied based on the amount of fuel consumed)
• Annual wages for drivers

The annual cost (for a single route) is computed as:

number of bus trips per day =
operational hours

route frequency
(1)

driving hours per day = number of bus trips per day

⇥ average journey time on route (2)

annual driver wages = driver wages per hour

⇥ driving hours per day ⇥ 365 (3)

AMC for buses = number of buses in fleet ⇥ AMC per bus
(4)

AMC for stops = number of stops on route ⇥ AMC per stop
(5)

fuel cost = route length ⇥ fuel consumed per km

⇥ number of bus trips per day ⇥ 365 (6)

carbon tax = fuel consumed

⇥ carbon emission per litre of fuel

⇥ carbon tax per kg of emission

⇥ number of bus trips per day ⇥ 365 (7)

These calculations give the resultant annual cost under each header.
The ‘average journey time’ denotes the time it takes for a bus to
start from one terminal of the route and reach the other terminal.
The way this is computed is explained later.

This is a framework for the cost which can very easily be ex-
tended to real-world scenarios for operators.

For the purpose of quantifying passenger satisfaction, we choose
the metric of additional walking distance for the passenger due
to the cost optimization performed by the operator or algorithm.
The way this additional walking distance is calculated is as follows:
suppose the passenger is currently using some stop number ‘G ’,

which the operator or the algorithm decides should be removed
from the route. Then the walking distance for this passenger is
the distance between this stop number ‘G ’ and either ‘G + 1’ or
‘G � 1’. The method by which the stop is chosen is as follows:
suppose the number of passengers using a particular stop number
‘G ’ is =, and the distances between stop number ‘G ’ and ‘G � 1’ is
31 and between ‘G ’ and ‘G + 1’ is 32. When stop ‘G ’ is removed,
passengers using that stop are distributed between the adjacent
stop in the inverse ratio of their distance. So, additional passengers
using stop number ‘G � 1’ (beyond the passengers already using
that stop) would be = ⇥ 32

31+32 and those using ‘G + 1’ would be

= ⇥ 31
31+32 . This redistribution is based on a simple and practical

assumption of equal density of people using that bus route along
the road joining these stops. The average walking distance for a
particular bus route would thus be the summation of this additional
walking distance for all the passengers divided by the total number
of passengers using that bus route. We use this average walking
distance as the parameter to measure customer satisfaction. It is
also used as a constraint provided by the operator as input to the
genetic algorithm, as described later.

3.1.2 Simulated Annealing. Simulated Annealing [22] is an opti-
mization algorithm inspired by the annealing process in metallurgy,
where materials are heated and then slowly cooled to reduce de-
fects. The algorithm starts with a high “temperature” allowing for
exploration of the solution space by accepting both improvements
and deterioration in the solution. As the temperature gradually de-
creases, the algorithm becomes more selective, increasingly favor-
ing improvements and fewer deterioration. This cooling schedule
allows the algorithm to escape local optima and ideally converge
to a global optimum solution. The pseudocode for the algorithm is
as shown in 1.

The formulation of our problem for the algorithm as follows: we
encode the initial route to be an array of 1’s, where the length of the
array is the same as the number of stops on the route. Each possible
solution is a binary array (of the same length), where a 0 denotes
that a given stop is now absent from the route and a 1 indicates that
the stop is present. In each iteration, we have a current solution, we
modify it slightly by choosing a set of random indices in the array
and inverting those bits. We then evaluate its �tness i.e. whether
it satis�es the constraint provided by the operator for the average
walking distance on the route. If it satis�es the constraint, we accept
it probabilistically, depending upon the current temperature. After
the temperature reaches the stopping temperature, we take the best
valid solution (satisfying the constraint) that we’ve encountered
and show its statistics and related GIS visualization on the frontend.

3.1.3 Genetic Algorithm. Genetic Algorithm [16] is a search and
optimization technique inspired by the process of natural selec-
tion. It uses a population of candidate solutions, which evolve over
generations through processes like selection, crossover (recombi-
nation), and mutation. The �ttest solutions are more likely to be
selected to produce o�spring, ensuring the gradual improvement
of the population. Over time, the algorithm converges towards op-
timal or near-optimal solutions for a given problem. In contrast
to single-solution algorithms like Simulated Annealing and Tabu
Search, Genetic Algorithms are population-based algorithms, that
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Algorithm 1 Simulated Annealing
1: Input: Constraint-distance ⇡
2: Output: Best solution found
3: Initialize temperature )  )initial
4: Initialize cooling rate U
5: Generate a random initial solution (current satisfying the con-

straint ⇡
6: Set (best  (current
7: while ) > )stop do
8: Generate a new solution (new by slightly modifying (current
9: if (new is valid then
10: Calculate the cost ⇠current of (current
11: Calculate the cost ⇠new of (new
12: if ⇠new < ⇠current then
13: Accept (new as (current
14: if ⇠new < ⇠best then
15: Set (best  (new
16: end if
17: else
18: Set �⇠  ⇠new �⇠current
19: With probability 4��⇠/) , accept (new as (current
20: end if
21: end if
22: Update temperature )  ) ⇥ U
23: end while
24: return (best

maintain a set of possible answers and aim to improve upon that
set in each iteration.

Our implementation for this algorithm involves a similar encod-
ing for the problem as described before. Each route is converted
into an array of length equal to the number of stops. The pseu-
docode for the algorithm is as show in 2. Here, a chromosome for
which the cost of operation is low has a higher �tness, however
any chromosome that doesn’t satisfy the constraint has 0 �tness.
We choose to probabilistically sample based on the �tness instead
of selecting the best solutions (elitism) in a generation since this
improves the variety in the population and increases the chances
of convergence to the global optima before termination of the al-
gorithm [25]. We note that this is a constrained single-objective
optimization problem.

3.1.4 NSGA-II. NSGA-II [9] (Non-dominated Sorting Genetic Al-
gorithm II) is a popular multi-objective optimization algorithm
designed to �nd a diverse set of Pareto-optimal solutions [6]. It em-
ploys a fast non-dominated sorting approach to classify solutions
into di�erent fronts based on dominance, with the �rst front repre-
senting the best non-dominated solutions. NSGA-II uses a crowding
distance mechanism to ensure diversity among solutions by mea-
suring the density of solutions surrounding a particular point in the
objective space. The algorithm iterates through selection, crossover,
and mutation processes to evolve the population, maintaining a
balance between exploration and exploitation. Its elitism ensures
that the best solutions are carried over to subsequent generations,
improving convergence to the true Pareto front.

Algorithm 2 Genetic Algorithm
Input: Constraint-distance ⇡
Output: Best solution found
population generate_random_population()
for 8 = 1 to NUM_ITER do

Compute �tness for chromosomes in population
Selection:
Sample from the population based on �tness of each chro-

mosome to generate the intermediate population
Crossover:

Perform crossover to generate o�springs
Selection:

Combine o�springs and intermediate population
Compute combined �tness
Sample from this combined population

Mutation:
Perform mutation to generate the mutated population

Selection:
Combine mutated and non-mutated populations
Compute combined �tness
Sample the next generation from this combined population

end for
return Best chromosome found

Since NSGA-II is a multi-objective optimization, we have con-
sidered two objectives; operating cost and walking distance of the
passenger. We simultaneously try to reach an optimum solution for
both these metrics. The encoding of the problem for the algorithm
remains the same and follows the pseudcode explained in 3.

Algorithm 3 NSGA-II

population generate_random_population()
for 8 = 1 to NUM_ITER do

Sort the population into fronts
Selection:

Compute the crowding distance of all chromosomes in each
front

Sample the intermediate population based on the crowding
distance
Crossover:

Perform crossover to generate o�springs
Selection:

Combine o�springs and intermediate population
Sort into fronts and compute crowding distance
Sample from this combined population

Mutation:
Perform mutation on the sampled population to generate

the mutated population
Selection:

Combine mutated and non-mutated populations
Sort into fronts and compute crowding distance
Sample next generation from this combined population

end for
return Best chromosome found
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3.2 Route Planning
For the purpose of designing a route, we aim to solve a VRPPD. We
take as input all predetermined stop locations, as decided by the
operator. Using this data, we compute the distance between every
pair of stop. Additionally, we also require the expected demand
between any pair of stops.

Using this, we �nd the optimal bus routes network that ful�lls all
of the passenger demand, subject to a constraint of the maximum
length of each route and a maximum number of routes allowed in
the network, based on a limit on the number of sta� that the opera-
tor may have. For this purpose, we use the Tabu Search algorithm,
as chosen by the operator when using the platform.

3.2.1 Tabu Search. Tabu Search [14] is a meta-heuristic optimiza-
tion algorithm designed to solve complex combinatorial problems
by exploring the solution space beyond local optimality. Unlike
traditional methods, TS utilizes a memory structure, known as a
tabu list, to keep track of recently explored solutions or moves,
which prevents the algorithm from revisiting them and potentially
getting trapped in local optima.

We use this algorithm to solve the VRPPD problem with multiple
vehicles to design the routes of the bus network. The strategies we
use are: swapping pickup and dropo�s between di�erent vehicles
or reordering the pickups-dropo�s within a route. The detailed
pseudocode is provided in 4.

Algorithm 4 Tabu Search for Multi-Vehicle VRPPD
1: Input: Set of pickup and dropo� locations, vehicle �eet size
2: Output: Best solution found (routes for each vehicle)
3: Initialize current solution (  GenerateInitialSolution()
4: Initialize best solution (best  (
5: Initialize tabu list !  ;
6: for iteration = 1 to max_iterations do
7: Generate neighborhood solutions by:
8: 1. Relocating a pickup-dropo� pair to another vehicle’s

route
9: 2. Swapping the order of pickup-dropo� pairs within a

route
10: Evaluate all neighborhood solutions
11: Select the best neighborhood solution (new not in tabu list
12: if (new is better than (best then
13: Update (best  (new
14: end if
15: Update current solution (  (new
16: Update tabu list ! with the move that led to (new
17: Remove expired moves from the tabu list
18: end for
19: return (best

4 Experiments
For the purpose of building our interface, we use Javascript for the
frontend, Python for the backend with Flask for running the server.
Additionally, the database is managed using PostgreSQL, where
psycopg2 (a Python library) is used to establish communication
between the backend server and the database server.

4.1 Data Requirements
For the route planning module, the data requirements are simple:
we need only the spatial location of the bus stops and the passen-
ger demand data, i.e. the desired source and destination for each
passenger. Using this data, we solve the VRPPD problem using the
Tabu search[1] algorithm.

For the optimization module, we require the following data:

• Routes: We require a unique key associated with each bus
route. Each route is associated with the number of pas-
sengers using the route (num_journeys) and the average
terminal to terminal time it takes for buses on the route
(avg_journey_time). This data is computed using the other ta-
bles (passenger transactions and bus schedules respectively).
Based on the frequency and the average journey time, the
number of bus vehicles required to operate the route are
computed (as the �eet_size). Lastly, for the purpose of vi-
sualizations, each route is associated with a random color
(route_color).

• Stops: This is a table which stores all the data associated
with each stop on all routes. It stores the stop ID (unique
for each stop location). The stop ID, together with the route
number act as the primary key for this table – the stop ID
alone is insu�cient since a given stop can be present on
multiple routes. It contains the geographic location of each
stop (latitude and longitude) for the purpose of visualization
and the passenger tra�c witnessed by a stop, in terms of
the alighting and boarding passengers. These are computed
using the passenger transactions (explained later). Each stop
also has a stop number associated with it, which is used for
the purpose of creating an ordering of stops, starting from
one terminal to the other terminal.

• Bus Schedules: This table stores the time at which a bus
reaches each stop on a given route. Each entry is associated
with a unique bus ID, the route number on which the bus is
running and the capacity of each bus. Additionally, each bus
is also associated with a direction of travel, where UP denotes
that the source of the bus is the terminal with stop number
1 of that route and DOWN denotes the reverse direction of
the bus.

• Passenger Transactions: This table stores the journey of
each passenger, in the form of their boarding and alight-
ing stops along a route. Each passenger is associated with
a unique ID (card_code). For each journey, we store the
stop ID at which they are going to board the bus (board-
ing_stop) and the time at which they arrive at this stop
(stop_arrival_time), the time at which the bus picks up the
passenger (boarding_time), the ID of the stop they wish to
get down at (alighting_stop) and the time at which the bus
reaches that stop (alighting_time). These times are obtained
from the bus schedules table. Additionally, the direction of
travel is also stored.

The relationship between all these tables and their attributes are
shown in Figure 1.

For the purpose of our project, we use �ve of the public transit
routes and stops from Calgary Transit [24] for simulations. The data
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Figure 1: A view showing the relationship between tables and
their attributes in the database

present in bus schedules and passenger transactions is randomly
generated by us.

For the generation of bus schedules, the frequency is assumed
�xed at 30 minutes for all routes. Travel time between two stops
is computed, using which the total journey time on a route can
be found. We also add a random skew to the travel time between
two stops, that ranges between a bus being 2 minutes early upto 3
minutes late. This is aimed at making the data slightly more realistic
as the travel time between two stops need not be consistent across
multiple journeys due to varying tra�c and tra�c light conditions.

For the generation of passenger transactions, we randomly choose
certain stops along a route to be the source and destination of a
passenger. We assign some arbitrary stops as “hotspots” i.e., stops
that would witness more passengers travelling to/from it. We also
assume that there are more passengers travelling during the hours
of 8am-11am and 4pm-8pm. Using these assumptions, we generate
10k transactions, roughly simulating a single day of travel on these
three public transit routes on Calgary Transit.

4.2 Stop Removal
4.2.1 Cost Computation. For the computation of cost under vari-
ous headers (as explained in Section 3.1.1), we assume some con-
stants. The constants used for computation are in Canadian Dollars
and are based on realistic estimates in Alberta, Canada. All con-
stants are listed in Table 1.

4.2.2 The App Interface. We have created a very easy-to-use and
intuitive interface for the purpose of visualization and decision-
making for this problem setting. The dashboard for the same can
be seen in Figure 2. The app contains a sidebar on the left, which is
divided into di�erent sections. The sidebar enables the operator to
interact with the webpage by adding a new route to the database
and some viewing options related to existing routes. The snippet
in Figure 2 shows the ‘Interactive Dashboard’, where optimization
decisions can be taken by the operator by choosing which stops to
remove, using their domain knowledge. On the right side, a map

Type Value
Driver wages per hour $20
Annual Maintenance Cost per stop $500
Annual Maintenance Cost per bus $5000
Carbon emission 0.025 kg/L fuel
Carbon tax 0.04 $/kg
Fuel cost 1.7 $/L
Operational hours per day 16 hrs/day
Idle time at each stop 0.5 min
Table 1: Constants used for cost computation

Figure 2: A basic view of the app interface

dominates the majority of the page. Each bus stop location is in-
dicated with a marker. Markers are of di�erent colors to indicate
that they belong to di�erent routes, where the color is the same
as that of the sidebar and the database. Upon hovering over a par-
ticular stop, the operator can view basic statistics related to the
stop, for example, the route number to which the stop belongs and
its stop number. When the operator clicks on a stop marker, they
can see more details about the stop such as how many passengers
board/alight at that stop. Additionally, they can view the heatmap
of a route by toggling the checkbox on the sidebar. This heatmap is
computed using the number of passenger using each stop on the
route, and enables the operator to easily identify the hotspots as
well as less used stops along each route. The operator can view the
e�ects of their actions using graph visualizations, which can be
accessed using an o�canvas at the bottom of the page. The graphs
show a comparative analysis between the current and original costs
as well as the changes in passenger satisfaction computed in terms
of the walking distance along each route, which is initially assumed
to be zero (since the original network contains all stops without
any removal). These graphs can be seen in Figure 3.

The operator can also view the percentage share in the cost and
passenger count of each route as pie charts. This can enable them
to realize which routes have a higher contribution to the cost but do
not carry a proportionate number of passengers: these can be ideal
routes for reducing the cost by removing certain stops. These visual
aids are aimed at making the decision making process intuitive.
However, this iterative process of making changes and viewing
their e�ects can be time-consuming.
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Figure 3: The visualization aid provided for comparing cost
v/s customer satisfaction. There have been a few changes
made to the network (removal of some stops) and the corre-
sponding cost and walking distance can be observed.

For this purpose, we also provide an ‘Algorithmic Interface’,
where the operator can provide a numeric input for the average
walking distance on a route as a constraint and run the desired
algorithm (Simulated Annealing or Genetic Algorithm). For running
NSGA-II, the operator doesn’t provide any constraint distance, since
the algorithm in itself works on a multi-objective problem to �nd a
front of “best” solutions.

4.2.3 Results of the Algorithms. We run each of the algorithmswith
multiple routes in Calgary Transit. With a given constraint distance
for optimization, the Genetic Algorithm almost always converges
to the same cost, suggesting that it may be the global optima. Note
that we run Genetic Algorithm with 300 chromosomes and for
100 generations, however the algorithm usually converges after
40 to 60 generations. For the sake of uniformity, we run NSGA-II
with the same parameters. On the other hand, Simulated Annealing
converges to di�erent solutions in almost each run, suggesting that
it is not able to attain the global minima.

Some metrics measured for each algorithm are listed in Table 2.
Route 6 is 34 stops long and Route 13 has 54 stops. Results of other
routes are not included since these their trends are similar to the
trend presented by these two. As it can be seen, Simulated Anneaing
is the fastest, followed by the Genetic Algorithm. For the purpose
of comparison with NSGA-II, we select the solution that has the
walking distance objective closest to the constraint distance that
we’d set for the other algorithms. We’ve set the average walking
distance constraint as 500< for both the Genetic Algorithm and
Simulated Annealing.

For Simulated Annealing, the number of iterations depend on
the initial temperature and the cooling rate. The convergence plot
of simulated annealing can be seen in Figure 4. As it can be seen,
the algorithm initially has a certain tolerance for accepting worse
solutions which decreases over time.

The resultant output by the Genetic Algorithm for one of the
routes can be seen in 5. The heatmap layer for the route has also
been added to the visualization. As can be seen, the output of the
algorithm captures almost all of the hotspots well and reduces
stops which are redundant. This sparse spacing of stops reduces
the cost of operation signi�cantly, whilst managing the customer
satisfaction using the walking distance constraint.

Figure 4: Plot of simulated annealing

Route No Metric SA GA NSGA-II
6 Avg. Running Time 6 21 238

% Reduction in Cost 22.6 34.4 24.9
13 Avg. Running Time 9 32 354

% Reduction in Cost 21 37.6 26.3
Table 2: A table for comparing the algorithms. The route
number denotes the bus route number in Calgary Transit.
Avg. Running Time refers to the time it takes for the algo-
rithm to output the result and % reduction in cost shows how
much operator cost reduction is brought about by the algo-
rithm output.

Figure 5: The output of the Genetic Algorithm. Each black
marker denotes stops that are retained as per the output
of the algorithm. The heatmap layer on the map shows the
relative number of passengers using each stop. Red signi-
�es that the stop experiences a huge number of passengers
boarding/alighting every day. As it can be seen, the algorithm
captures the hotspots of the route well and also replaces a
series of redundant stops with sparsely spaced stops, thereby
reducing cost signi�cantly.

21



Urban-AI ’24, October 29, 2024, Atlanta, GA, USA Jakhotiya et al.

Figure 6: A simple network drawn from the 8 stop locations
provided

4.3 Route Planning
For the purpose of route planning, we have a third interface, where
the operator can simply upload the locations of bus stops and the
pickup-dropo� data (origin-destination matrix), which is essentially
the expected passenger demand between a source and destination
stop. They can then run the algorithm, which would display the
output provided by the Tabu Search algorithm, with each route of
the proposed network catering to the passenger demand. Figure
6 shows the sample of a very simple network designed with the
given data of passenger demand with the speci�cation of drawing
only two routes. The running time for drawing routes is usually
2-3 seconds and is designed to meet the total passenger demand.

5 Conclusion & Future Work
The “SmartRoute” application o�ers a comprehensive solution to
the challenges faced by transit operators in optimizing bus net-
works. By integrating both route planning and stop removal in
a single platform, SmartRoute provides a user-friendly interface
that leverages domain expertise and advanced optimization algo-
rithms to strike a balance between cost e�ciency and passenger
satisfaction. As seen in the experiments, Genetic Algorithm appears
as the most e�ective algorithm for stop removal based optimiza-
tion. However, NSGA-II has the bene�t of �exibility by allowing
the user to choose from a series of “best” solutions. Our approach
demonstrates the viability of combining automated algorithmic
optimization with interactive, GIS-based visualizations, enabling
users to make informed decisions.

The results of this study con�rm the potential of our app in
addressing real-world challenges such as reduced ridership and
the need for cost-cutting in mass transit networks, particularly in
the post-pandemic landscape. This work is preliminary and o�ers
extensive opportunities for further development. A practical and
straightforward enhancement would be to allow the operator to se-
lect speci�c stops on a route that cannot be removed, when running
the optimization algorithms. This may be because those stops are
interchange stops or have historical signi�cance. Another future

work could incorporate both the stop spacing as well as managing
the frequency to generate the cost optimal output, ensuring both
passenger walking distance and waiting time are minimized in the
output. Additionally, there are other potential methods for route
optimization, such as relocation of a given bus stop location for
better passenger access based on interchanges or proximity to traf-
�c lights. Incorporating such contextual information can enhance
the robustness of the outcomes. Moreover, even slight rerouting
of combined routes to increase interchanges or better meet pas-
senger demand with this formulation is another potential area for
exploration.

Frequency reduction based on the passenger demand would also
result in a signi�cant reduction in cost, since a reduced frequency
would imply the requirement of a smaller bus �eet and less wages
to be paid to bus drivers.

Another method of cost optimization is to use a heterogeneous
�eet. We have assumed a �eet of buses having the same carrying
capacity, but in practicality, smaller buses are typically used during
non-peak hours which in turn, can reduce overall bus maintenance
cost and fuel cost. A heterogeneous bus �eet composed of small,
medium and large capacity buses, which can be deployed based on
tra�c, can reduce cost and ensure maximum transit e�ectiveness.
These decisions can be automated using algorithms or arti�cial
intelligence tools.

Transit optimization shall remain a subject of interest for re-
searchers, especially in the light of changing landscapes, evolving
demands, ecological and economical concerns, and the increas-
ing focus on “Smart Cities” in the modern era. Additionally, the
advancement of machine learning tools, which enable the devel-
opment of more robust algorithms, further broadens the scope for
future research in this area.
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Abstract 
The rapid digitization of urban infrastructure and the 
availability of urban data have created opportunities for 
developing and using artificial intelligence (AI), machine 
learning (ML), and deep learning (DL) algorithms to address 
cities' difficult problems. This research offers a thorough 
evaluation of state-of-the-art AI, ML, and DL algorithms in 
urban artificial intelligence (AI). This encompasses land use, 
energy control, public safety, and traffic forecasting. We 
investigated urban-AI algorithms, and results show that ML 
algorithms such as Random Forest (RF) can achieve 94% 
accuracy in urban growth prediction, while Support Vector 
Machines (SVMs) have demonstrated power in accurately 
classifying objects such as built-up areas and vegetation. On 
the other hand, DL algorithms such as Convolutional Neural 
Networks (CNNs) can attain 79% accuracy in satellite image 
classification, while Recurrent Neural Network (RNN) and 
Long Short-Term Memory (LSTM) network are useful in 
time-series prediction tasks such as traffic flow forecasting, 
urban air quality prediction, and energy consumption 
modeling. However, the limitations of these algorithms, 
particularly when dealing with large datasets, could 
potentially restrict their scalability in real-time applications. 
Furthermore, we have identified ethical considerations such 
as privacy and surveillance, algorithmic bias and fairness, 
transparency and interpretability, accountability and human 
oversight, social inclusion, and civic participation, all of 
which require attention. This has resulted in a variety of 

suggestions, including creating guidelines for using AI for 
urban performance to address ethical issues. Future research 
directions should focus on integrating AI with emerging 
technologies such as 5G and developing robust frameworks 
for responsible AI governance in smart cities. 

CCS Concepts : • Computing methodologies → Artificial 
intelligence → Machine learning. 

Keywords: Urban-AI, artificial intelligence, machine 
learning, deep learning, ethical considerations 
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1 Introduction 
The rapid urbanization of the 21st century has brought 

forth unprecedented challenges for cities worldwide [1, 2]. 
As urban populations continue to grow, reaching an 
estimated 6.7 billion by 2050 [3], cities face complex issues 
related to sustainability, resilience, and quality of life [4]. 
The emergence of smart city initiatives, as well as the 
increasing availability of urban data, have paved the way for 
the application of AI in urban contexts to adopt the large and 
multilayered realities of sustainable implementations [5-7]. 
Urban-AI, the integration of AI techniques in urban 
planning, management, and decision-making, holds 
immense potential to address the multifaceted challenges 
faced by cities [7–10]. 

AI, encompassing ML and DL algorithms, has the 
capability to process vast amounts of urban data, uncover 
hidden patterns and networks, and provide data-driven 
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insights for urban decision-making [11, 12]. The 
development of technologies of Internet of Things (IoT) 
devices and Information and Communication Technologies 
(ICT) to collect, share urban data sources, and analyze urban 
data [13-16], has created a rich foundation for AI-driven 
analysis for optimization and operation [17, 18]. The 
established workflow led to vast and diverse potential 
applications in urban planning, transportation management, 
energy efficiency, and public safety [19]. 

In the domain of transportation, AI algorithms can 
optimize traffic flow, reduce congestion, and improve the 
efficiency of public transit systems [20-22]. Furthermore, 
energy management can benefit from AI-driven demand 
forecasting, smart grid optimization, and predictive 
maintenance of infrastructure [23, 24]. Public safety can be 
enhanced through AI-powered prediction, emergency 
response optimization, and crowd management [25]. 
Environmental monitoring and sustainability efforts can 
leverage AI for air quality prediction, waste management 
optimization, and urban green space planning [26]. 
Moreover, urban-AI can contribute to social equity by 
identifying and addressing issues of accessibility [27], 
affordability [28, 29], and inclusion in urban services and 
amenities [30, 31]. 

However, the current advance of technology such as 
sensors and satellites, combined with the development of 
ML and DL algorithms in AI urban contexts, raises 
important ethical considerations [32, 35]. To ensure the 
responsible and equitable deployment of urban-AI, we must 
address key challenges such as privacy concerns, 
algorithmic bias, transparency, accountability, and social 
inclusion. While it is important to explore the application of 
ML and DL algorithms, it is equally important to cover 
ethical issues in a systemized and holistic manner, given the 
rapid and radical rise of technological advancements and 
their related issues [34, 36]. This study contributes to the 
understanding of a balanced and ethical usage of AI systems, 
which remains broad and complex. 

The study aims to present a systematic overview of the 
state-of-the-art AI, ML, and DL algorithms in the field of 
urban-AI while also exploring its diverse applications, 
methodologies, limitations, and ethical considerations. 
Section 2 depicts the method and how we collect data to 
undertake this research, while section 3 examines the 
specific AI, ML, and DL algorithms being employed in 
various urban domains, and section 4 discusses the ethical 
implications and challenges associated with the integration 
of AI in urban contexts. 

This review contributes to informing policymakers, urban 
planners, researchers, and practitioners about the 

opportunities and challenges of integrating AI for 
sustainable, resilient, and human-centric cities by 
synthesizing the current research landscape and highlighting 
the transformative potential of urban-AI. The insights gained 
from this review can guide future research directions, foster 
interdisciplinary collaboration, and support the responsible 
development and deployment of AI in urban environments. 
Furthermore, this comprehensive review aims to contribute 
to the growing body of knowledge at the intersection of AI 
and urban science, as well as the ongoing discourse on 
leveraging AI to build smarter, more livable, equitable, 
holistic, and balanced cities. 

2 Data and Method 
This comprehensive review employs a systematic 

approach to identify, analyze, and synthesize the current 
state of research on AI, ML, and DL algorithms in urban 
contexts. The systematic review methodology ensures a 
rigorous and transparent process for selecting and evaluating 
relevant literature and minimizing bias. The review process 
starts with the formulation of a clear research question, as 
well as the definition of inclusion and exclusion criteria for 
study selection. The research question guiding this review is: 
"What are the current algorithms used, methodologies, and 
ethical considerations of AI, ML, and DL techniques in 
urban contexts?" The inclusion criteria encompass peer-
reviewed journal articles, conference proceedings, and book 
chapters published in the English language within the last 
decade (2010-2024). The focus is on studies that specifically 
address the application of AI, ML, or DL algorithms in urban 
planning, management, or decision-making. 

We employ a comprehensive search strategy to identify 
relevant literature, utilizing multiple electronic databases 
such as Web of Science, Scopus, IEEE Xplore, and Google 
Scholar. The search query combines keywords related to AI, 
ML, DL, and urban contexts, such as "artificial intelligence," 
"machine learning," "deep learning," "urban," "urban 
planning," and "ethical consideration." We also perform 
backward and forward citation tracking to find additional 
relevant studies. We perform data extraction on selected 
studies, capturing key information such as research 
objectives, data sources, methodologies, results, and ethical 
considerations. We synthesize the extracted data using a 
narrative approach, identifying common themes, trends, and 
challenges across the reviewed literature. The synthesis also 
emphasizes the potential of urban-AI in addressing complex 
urban challenges, as well as the ethical implications of 
integrating AI in urban decision-making processes. 
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3 Urban-AI Applications 
As shown in Figure 1, ML is a branch of AI where 

computers interpret and analyze data to create models that 
can solve problems, while DL is a subset of ML that uses 
neural networks with multiple layers to improve accuracy 
and performance. DL is particularly effective in processing 
unstructured data such as images, audio, and text. Unlike 
traditional programming, which relies on explicitly coded 
rules, ML uses data to develop predictive models for making 
forecasts on new, unseen data.  

During the literature review process, we identified a 
variety of ML algorithms, including Random Forest (RF), 
Support Vector Machines (SVMs), k-Means Clustering 
algorithm, Gradient Boosting Machines (e.g., Xgboost), and 
Time Series Analysis. In addition to that, DL algorithms 
such as Convolutional Neural Networks (CNNs), Recurrent 
Neural Network (RNN) and Long Short-Term Memory 
(LSTM) network, Graph Neural Networks (GNNs), 
Variational Autoencoders (VAEs) and Transformer Neural 
Network (TNNs) were also being employed in urban 
contexts. These algorithms have shown promising results in 
various urban applications. 

 

Figure 1. Schematic representation of AI, ML, and DL 
algorithms in urban context 

3.1 Machine Learning Algorithms 
3.1.1 Random Forest. RF is a type of ML that uses an 

ensemble of decision trees to make its prediction. The 
decision tree can be used for predicting urban growth 
patterns, land use classification, and traffic flow analysis. 

We construct it by selecting a random subset of data, such as 
vegetation, and then build a continuous sequence of decision 
trees based on these subsets (Figure 2), resulting in a 
multitude of decision trees. Furthermore, the more decision 
trees we can utilize, each with a different set of criteria, the 
better the random forest performs, as it effectively increases 
prediction accuracy. [37] highlights that RF can achieve 
94% accuracy in urban prediction tasks. It is particularly 
effective in handling complex urban datasets with multiple 
variables. The general form for a RF prediction can be 
expressed as: 

 (1) 

where ŷ is the predicted output (e.g., urban growth rate), B 
is the number of trees (such as 1000 trees), and fb (x) is the 
prediction of the b-th tree (e.g., the probability of a specific 
land use type). Studies demonstrated the effectiveness of RF 
in predicting traffic flow with high accuracy [38]. In 
addition, according to [39], RF can achieve high accuracy in 
urban prediction tasks, such as 90.22% in land use 
classification with a kappa index value of 0.85. 
 

 

Figure 2. Random forest architecture 

3.1.2 Support Vector Machines. SVM is a method for 
classification of objects (e.g., differentiating between built-
up areas and vegetation). This can be done by drawing a 
hyperplane, 2D line, or 3D plane with all points from one 
category on one side and all points from another on the other. 
The hyperplane's goal is to maximize the margin between 
two categories represented by urban features, such as built-
up and non-built-up areas. We can apply SVM to urban 
image classification, such as identifying building types or 
land use from satellite imagery. Traffic prediction models 
also use SVM to predict traffic flow and congestion 
conditions [40]. A linear SVM uses the following decision 
function: 

 (2) 

26



where x is the input vector (e.g., a set of spectral bands from 
a satellite image), wT is the weight vector (for example, the 
coefficients of the hyperplane), and b is the bias term (e.g., a 
constant that shifts the hyperplane). We can use SMV to 
classify land use types from satellite imagery, predict flow 
patterns using historical data from sensors and GPS [41], 
analyze human mobility patterns using phone application 
data [42], and extract green urban areas from satellite 
imagery to facilitate urban planning and environmental 
management [43, 44]. However, one of the negative aspects 
of this algorithm is the fact that it can be sensitive to the 
choice of kernel and parameters, requiring careful tuning to 
achieve optimal performance [43]. 

3.1.3 k-Means Clustering algorithm. This algorithm can 
be utilized for urban segmentation tasks, such as identifying 
neighborhoods with similar characteristics such as 
socioeconomic status, land use patterns, and demographic 
profiles. It can group areas based on energy consumption 
patterns, helping to optimize energy distribution and 
sustainable urban infrastructure planning. For instance, a 
study by [44] demonstrates the wide range of applications of 
k-means clustering in urban studies, from identifying 
distinct land use categories to analyzing energy consumption 
patterns. The objective function for k-Means can be 
expressed using the Euclidean distance formula below: 

 (3) 
where k is the number of clusters (e.g., 5 clusters 
representing different urban zones), n is the number of data 
points (e.g., 1000 data points collected from IoT devices), is 
the i-th data point in cluster j (e.g., the energy consumption 
pattern of a specific location), and cj is the centroid of cluster 
j (e.g., the average energy consumption of a cluster). k-
Means Clustering algorithms become important for human 
mobility because they can analyze movement patterns using 
data from IoT devices, which helps in the planning of 
transportation systems and urban infrastructure. It can 
classify IoT devices based on their usage patterns, which is 
important for managing and securing urban IoT networks. 
However, it also has some limitations, such as scalability 
issues and sensitivity to initial conditions. Indeed, it can be 
computationally intensive and may not perform well with 
enormous datasets, which are common in urban IoT 
applications [45]. Also, the algorithm's performance can be 
sensitive to the initial placement of centroids, which may 
lead to suboptimal clustering results. 
3.1.4 Gradient Boosting Machines. Gradient boosting 
machines, particularly Xgboost, are powerful ensemble 
learning algorithms used in various urban applications. They 

are employed in predictive maintenance of urban 
infrastructure, energy demand forecasting, and air quality 
prediction models. The Xgboost workflow algorithm 
involves training multiple models on data subsets, focusing 
on misclassified instances, and aggregating predictions from 
all models through voting. This process enhances overall 
accuracy by combining individual model strengths. The 
general form of the prediction for gradient boosting is: 

 (5) 
where M is the number of trees in the ensemble (for example, 
1000 trees), and Fm is the m-th tree in the ensemble. 
Furthermore, to prevent costly repairs and ensure public 
safety, Xgboost can identify potential failures in urban 
infrastructure, such as water pipes and transportation 
systems [46]. Additionally, we can use it to forecast air 
quality indices in urban environments, which can inform 
public health policies and reduce the impact of pollution. It 
can allow us to classify land use types, such as residential, 
commercial, and industrial zones, to support urban planning 
and development. Nevertheless, Xgboost presents some 
limitations. It can be computationally intensive, especially 
with large datasets, which may limit its scalability in real-
time applications. It can also present an overfitting issue if 
not properly tuned, leading to poor generalization 
performance on unseen data. Furthermore, it requires careful 
tuning of hyperparameters, such as the number of trees and 
learning rate, to achieve optimal performance [47]. 

3.1.5 Time Series Analysis. Time series analysis is a 
critical tool in urban-AI, enabling the forecasting of urban 
trends such as population growth, traffic patterns, and energy 
consumption over time. This analysis can be performed 
using various algorithms, including Autoregressive 
Integrated Moving Average (ARIMA) and Prophet. 

The ARIMA model is a widely used time series 
forecasting technique that combines three key components: 

• Autoregression (AR): This component uses past 
values of the time series to forecast future values. 
In urbanism, autoregression can represent historical 
patterns of urban growth or traffic flow. 

• Integration (I): This component involves 
differentiating the time series to make it stationary, 
which is essential for accurate forecasting. 
Integration can help account for seasonal variations 
in energy consumption or population growth in the 
urban sector. 

• Moving Average (MA): This component uses the 
errors (residuals) from past forecasts to improve 
future predictions. Moving average can allow to 
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capture the random fluctuations in traffic patterns 
or energy demand in urban-AI. 

The ARIMA model can be obtained using the following 
equation: 

 (4) 

where L, the lag operator, represents the time intervals at 
which data is collected (e.g., daily, weekly, monthly). In 
addition, 𝜙𝑖  are the parameters of the AR term, which 
captures the historical patterns in the time series. Also, d is 
the degree of differencing, 𝜃𝑖 are the parameters of the MA 
term, which capture the random fluctuations in the time 
series, and 𝜀𝑡  is white noise. However, some of the 
disadvantages and limitations include the fact that time 
series analysis necessitates high-quality data, which can be 
difficult to obtain in urban contexts, for example. 
Furthermore, time series data can be non-stationary, which 
can make it challenging to achieve accurate forecasts. 

3.2 Deep Learning Algorithms 
3.2.1 Convolutional Neural Networks. Neural networks, 

known as CNNs, process organized grid data, including 
images. They employ convolutional layers to learn spatial 
hierarchies of features from input images in an automated 
and adaptive manner. Urban image analysis extensively 
utilizes convolutional layers, which classify satellite images 
for land use mapping, building identification, and urban 
transformation detection [48, 49]. According to [50], CNN 
algorithm can produce an overall accuracy of 79%. The core 
operation of a CNN can be expressed as: 

 (6) 
where w are the weights, representing the importance of 
different features in the image, x is the input image, such as 
a satellite image, and b is the bias term, which shifts the 
activation function. 

3.2.2 Recurrent Neural Network and Long Short-Term 
Memory network. They are applied in time-series prediction 
tasks such as traffic flow forecasting, urban air quality 
prediction, and energy consumption modeling [51-53].  

 (7) 

where ht is the hidden state at time t, f is indeed the activation 
function, typically tanh or ReLU, which introduces non-
linearity into the network, wh is the weight matrix for the 
hidden state from the previous time step, wx is the weight 
matrix for the current input, determining how much 
influence the current input has on the hidden state, and b is 

the bias term, which shifts the activation function. RNNs and 
LSTMs in traffic flow forecasting can predict traffic flow 
patterns based on historical data, aiding in traffic 
management optimization, congestion reduction, and 
temporal dependencies in time-series data, making them 
suitable for predicting future values. Additionally, they are 
applicable to a variety of time-series prediction tasks such as 
forecasting traffic flow and air quality. 

3.2.3 Graph Neural Networks. Indeed, the graph simply 
consists of nodes, or vertices, and connections between these 
nodes, which are called edges. Urban networks, including 
transportation systems, social networks, and utility grids, 
utilize this technique for routing optimization, interaction 
prediction, and anomaly detection [54]. 

 (8) 

Where 𝐻𝑟
(𝑘) is the representation of node v at layer k. The 

aggregate  function is a key 
component of GNNs. It combines information from a node's 
neighbors to update its representation. This process can 
involve, for instance, summing or averaging neighbor 
representations, applying learned weights to neighbor 
representations, and using more complex functions like 
attention mechanisms. GNNs can be applied to large-scale 
urban networks, making them suitable for analyzing 
complex systems. However, they require high-quality data 
to train effectively, which can be challenging to obtain in 
urban contexts. 

3.2.4 Variational Autoencoders. We use VAEs to 
generate new data samples and improve design optimization. 
VAEs are generative models that learn to encode input data 
into a latent space and then decode it back to the original 
space. They introduce a probabilistic approach to encoding, 
which allows for the generation of new data samples. A VAE 
can be used for dimensionality reduction, feature learning, 
and anomaly detection in urban data sets, such as identifying 
unusual patterns in traffic or energy consumption. VAEs can 
be challenging to train, requiring careful tuning of 
hyperparameters. We obtain the loss function of a VAE as 
follows: 

 (9) 

where: 𝑞(𝑧∣𝑥) is the encoder, which maps the input data to a 
latent space; 𝑝(𝑥∣𝑧) is the decoder, which maps the latent 
space back to the original space; DKL is the Kullback-Leibler 
divergence, which measures the difference between the 
encoder and decoder distributions [55]. 

3.2.5 Transformer Neural Network. Urban planning-
related Natural Language Processing (NLP) tasks, such as 
analyzing citizen feedback or processing urban policy 

28



documents, increasingly use TNNs for spatial-temporal 
prediction tasks in urban environments. The transformer 
consists of six encoders on the left and six decoders on the 
right. Each encoder has a feed-forward layer and a multi-
head attention layer, while the decoder has two masked 
multi-head attention layers and a feed-forward layer (Figure 
3) [54]. We define the core attention mechanism in 
transformers as follows: 

 (10) 
where Q, K, and V are query, key, and value matrices 
respectively, and dk is the dimension of the key vectors. 

 

Figure 3. Model architecture of the Transformer [56] 

4 Ethical and Legal Issues of AI in Urban 
The use of AI in cities brings with it a series of ethical 

issues that must be carefully addressed to ensure that urban 
areas are not only smart and intelligent but also responsible. 
As cities increasingly deploy AI to streamline operations, 
enhance services, and improve quality of life, it is important 
to consider the potential risks and challenges. This section 
explores five main ethical issues when incorporating AI in 
urban contexts and provides possible strategies and tactics to 
overcome these issues. Considering those strategies, they 
regulate and structure a balanced and responsible working 

scheme for governments, AI developers, investors, and other 
stakeholders incorporating AI systems. 

4.1 Privacy and Surveillance 
Smart city solutions, such as sensing devices, IoT 

devices, and facial recognition systems, can gather massive 
amounts of individual data [57]. While this data can be used 
to provide better public services and safety [58], it also 
increases privacy vulnerabilities through unauthorized 
access or misuse [59, 60]. AI surveillance systems in public 
spaces have already been used to track individuals without 
their consent [34, 35], and sensitive attributes such as 
ethnicity, habits, or socioeconomic status can be inferred 
from seemingly innocuous data points by predictive 
algorithms. It is critical that these collected data participate 
in automated decision-making processes that end in 
regulating people’s lives [34]. Balancing the use of data for 
public good with the protection of privacy rights is a critical 
challenge in urban-AI deployment. 

To address these concerns, cities need strong data 
governance frameworks and privacy-preserving 
technologies, including rigorous access control, data 
encryption, controlling re-identification attacks, and 
anonymizing personal information [34]. Clear policies and 
guidelines for data collection, methods, and reasons for use 
and sharing are essential for developing user trust and 
ensuring resilience.  

4.2 Algorithmic Bias and Fairness 
Urban-AI also raises critical ethical issues related to 

algorithmic bias and discriminatory outcomes. AI systems 
are as biased as the data they are trained on and the 
algorithms running on top of them [61]. If historical data is 
skewed or algorithmic models are built on flawed 
assumptions, AI could reinforce existing inequalities and 
create similar ones [62]. Biased AI algorithms can result in 
unfair resource allocation, non-rational differences, and 
discriminatory policing practices through skewed public 
service delivery.  

To mitigate these problems, data must be stripped of bias 
by debugging training datasets [63], using machines for bias 
check [64], and designing algorithms to include fairness and 
logical metrics that are examined periodically. Involving a 
broad range of stakeholders, such as impacted communities, 
in the AI development process can help recognize and 
address bias at an early stage. Documentation of bias 
detection assists in cutting continuous unfair practices [34]. 

4.3 Transparency and Interpretability 
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Transparency and explainability are paramount ethical 
issues in urban artificial intelligence. As AI systems displace 
humans in complex and autonomous decision-making 
processes [65,66], it becomes unclear why a 
recommendation or a choice was offered. This lack of 
transparency about data quality and source can weaken 
public confidence and impede honesty about making 
decisions, especially in marginalized communities. 

Cities aiming to increase transparency should prioritize 
the development of explainable AI systems as part of open 
governance initiatives. This can include using interpretable 
AI models, designing user-friendly interfaces to explain how 
an AI system works, and outlining the rationale behind AI 
decisions [67]. The provision of updated open-access 
sources about AI workflow, applications, and purposes 
elevates the knowledge of people about its capabilities; thus, 
they become aware of its integrative realities and gain a 
sense of control. Transparency creates trust, supports 
effective public dialogue, and allows for responsible human 
involvement. 

4.4 Accountability and human oversight 
Accountability and human oversight are crucial in urban-

AI. While increased autonomy and the impact of AI systems 
on decision-making together with planners in cities are 
generally welcomed, the method obtained in data collection 
is usually complex, leading to ambiguity and a lack of 
accountability. Thus, it is important to ensure that 
responsibilities are clearly articulated, and mechanisms are 
in place to hold both autonomous objects and their creators 
accountable. 

Effective AI governance should include clear roles and 
responsibilities for the city, AI developers, and the public, as 
city co-creation is paramount for critical decisions to obtain 
optimal effectiveness. Educating parties about AI systems 
regulate humanistic aspirations and conceptions in parallel 
with the quantitative dimensions of AI [68]. This is 
especially essential for connecting the AI outputs of 
collecting and analyzing data processes with the decision-
making processes. Moreover, clear procedures must be 
established for incidents where an AI system fails and causes 
harm, including investigation, identification of 
accountability, and remediation activities. Regular audits 
and external evaluations should be conducted to check the 
performance, fairness, and compliance of AI systems with 
ethical principles [34] and to also check that the data are not 
gathered for unethical reasons. Oversight committees to 
review and validate AI solutions and human roles can be 
assigned based on specific backgrounds and specialties. 

4.5 Social Inclusion and Civic Participation 
The introduction of AI into cities creates ethical issues 

related to social inclusion and democratic participation. 
Smart city initiatives often focus on technological fixes 
without proper engagement from the diverse communities 
they intend to benefit, risking the development of AI systems 
that do not account for marginalized or underrepresented 
groups [62]. 

To ensure that urban-AI works for all residents, cities 
must focus on inclusive design and a participatory approach 
[32, 34]. This includes comprehensively soliciting feedback 
and engaging all stakeholders, including low-income 
communities, people with disabilities, people with low 
access to digital services [69], and minority groups, in the 
development and deployment of AI. Community meetings, 
co-design workshops, equitable access to AI services, and 
citizen science projects can help involve residents in the 
design of AI systems that will affect their lives and cover 
their needs, with a reliance on building ownership and 
credibility [34]. 

Cities must also ensure that the benefits of AI are widely 
felt, leaving no community behind. This may entail focused 
investments in digital infrastructure [70], training, and 
support services to bring all citizens online and prepare them 
for the participation in and benefits of AI-enabled urban 
innovations. 

5 Conclusion 
This comprehensive review has explored the integration 

of AI, ML, and DL techniques in urbanism, highlighting 
their transformative potential in optimizing city operations 
and improving the quality of life for residents. The review 
has delved into specific ML algorithms, including RF, SVM, 
k-means clustering, gradient boosting machine, and time 
series analysis, which have demonstrated remarkable 
accuracy in various urban applications. Furthermore, this 
research has explored the application of DL algorithms, such 
as CNN, RNN, LSTM networks, GNN, VAE, and 
transformer neural networks. These advanced techniques 
have shown impressive performance in various urban 
domains. In addition, they have been shown in large-scale 
urban data sets, enabling more accurate predictions and 
optimizations. 

However, the review has also emphasized the critical 
ethical considerations that must be addressed in the 
integration of AI in urbanism. With a significant portion of 
the world's population projected to live in urban areas by 
2050, ensuring privacy, fairness, transparency, and 
accountability in AI-driven urban initiatives is paramount. 
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The paper has stressed the importance of inclusive design, 
participatory approaches, and targeted investments in digital 
infrastructure and training to ensure that the benefits of AI 
are widely distributed among diverse urban communities. 

As the global urban population continues to grow, the 
responsible integration of AI in urban planning and 
management will be crucial for creating sustainable, 
resilient, and inclusive cities of the future. Further research 
and interdisciplinary collaboration will be essential to 
address the evolving landscape of urban-AI and ensure its 
benefits are harnessed for the well-being of all city dwellers. 
The potential of AI-driven techniques in building sustainable 
and resilient cities is immense, and this comprehensive 
review serves as a call for further research and development 
in urban-AI to address pressing urban challenges. 
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Figure 1. An illustration of the image based ground-to-satellite geolocalization problem, and our proposed framework

Abstract
In the domain of Image-Based Localization (IBL), the precise 
integration of street-level and satellite perspectives plays a 
pivotal role, particularly in dynamic urban environments. 
This research introduces a novel generative AI framework 
that systematically transforms street-level imagery into cor-
responding satellite views, thereby bridging the observa-
tional gap between ground and overhead perspectives. Such 
capability alongside known urban landmarks holds promise 
for constructing contextual reference databases and improv-
ing image-based localization in ever-changing urban envi-
ronments. Central to our methodology is the creation of a 
contextual tiled image-map, o�ering a novel perspective on 
urban mapping. We systematically organize a speci�c urban 
area into a structured sequence of satellite-simulated image 
tiles derived from ground-level data using the street2sat gen-
erative model. Each tile is indexed by its direction of travel,
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1 Introduction
In the interdisciplinary nexus of computer vision, robotics,
and navigation, IBL has emerged as a cornerstone technol-
ogy, supporting a wide array of applications from augmented
reality and advanced navigation systems to the autonomy
of robots [4, 18]. IBL is pivotal for determining the precise
position and orientation of the camera within a prede�ned
space, employing either individual or sequences of images to
enable precise and context-aware navigation within complex
environments. The quest for visual localization algorithms,
essential for the spatial understanding needed in robotics and
autonomous vehicles, presents a unique blend of challenges,
encompassing complex image matching and the analysis of
comprehensive 3D data like point clouds and visual descrip-
tors. The creation of detailed 3D maps through technolo-
gies such as LiDAR and photogrammetry, while valuable,
faces notable challenges due to their signi�cant costs, the
necessity for continual updates, and the extensive storage re-
quirements often demanding cloud-based solutions that limit
on-device localization and scalability [5, 12, 23]. This sce-
nario has prompted a paradigm shift from traditional visual
localization techniques, which typically involved aligning
a query image with a sparse Structure-from-Motion (SfM)
model of the scene, towards learning-based methodologies
that o�er enhanced scalability and adaptability [6, 16, 24, 26].
However, even state-of-the-art tools like HLoc encounter
di�culties with scene variations and the 2D-3D matching
phase, primarily due to their dependence on multiple 2D-2D
image matchings [17]. Simultaneously, a keen interest has
emerged in cross-view ground-to-satellite localization as a
more compact yet costly alternative to expansive 3D maps.
While this approach reduces spatial data to a more man-
ageable size, it often comes with high �nancial and storage
burdens, particularly at �ner resolutions [7, 11, 20], and is
prone to less accurate orientation results [25]. Meanwhile,
other methodologies have turned to 3D metric sensors such
as LiDAR [3, 13] and radar [1, 21] for their precise template
matching capabilities, albeit at considerable expense.
In the context of IBL, diverse map representations each

carry distinct advantages and challenges. High-resolution 3D
maps, derived from ground images and often employing SfM
techniques for 2D-3D correspondences, are invaluable for ac-
curate camera pose estimation [15]. Though these maps are
rich in localization information, their creation and mainte-
nance are resource-intensive. Conversely, 2D satellite images
provide broader coverage and unique aerial perspectives but
are limited by their level of detail and struggle to capture the
dynamic urban environment [11, 26]. Planimetric maps from
sources like OpenStreetMap o�er essential layout details and
are widely accessible, yet lack crucial information such as
elevation and �ner environmental details, which are vital for
tackling urban localization complexities [14, 19].

Our methodology leverages generative AI alongside cus-
tom landmark segmentation model to bridge the gap be-
tween traditional mapping and localization techniques, by
transforming street-level images into satellite-like views, we
generate comprehensive top-down perspectives essential
for accurate localization, particularly in complex urban en-
vironments. This aerial perspective o�ers a broader �eld
of vision, revealing spatial relationships and key landmarks
obscured at ground level. By combining these detailed, bird’s-
eye views with ground-level information, our approach en-
hances feature matching accuracy and overall localization
performance. This innovative process not only improves
map representation but also o�ers signi�cant advantages in
terms of cost-e�ciency, scalability, and adaptability to dy-
namic urban settings. Additionally, generative AI’s capability
to integrate diverse forms of data, including topographical
and infrastructural information [9], results in the creation
of more detailed and useful maps, showcasing its transfor-
mative potential in navigating and understanding complex
urban settings.

2 Framework Overview
Our framework is designed for speci�c urban setting, in-
tegrating a blend of advanced deep learning models with
image template matching algorithms to enhance mapping
and localization capabilities. The process commences with
the collection of georeferenced images from two primary
perspectives that thoroughly encompass the target area. This
method emulates the navigational patterns of delivery robots
and micro-mobility solutions, o�ering a comprehensive view
of the urban terrain. Following data collection, we developed
two specialized models. The �rst is a custom landmark seg-
mentation model, designed to identify speci�c urban land-
marks such as buildings, statues, and bridges. The second
is a generative model, named street2sat, which transforms
the collected street-level images into corresponding satel-
lite views, e�ectively bridging the gap between ground and
satellite perspectives. Subsequently, we integrate all the data
into a single, compact reference database known as the con-
textual tiled image-map. This database organizes the region
of interest into a sequence of downsampled, simulated satel-
lite tiles, each aligned according to their path trajectory and
timestamps. Each tile is enriched with essential informa-
tion, including key landmarks, geocoordinate points, and
positional indices, creating a comprehensive and detailed
reference source.
Transitioning from mapping to localization, the process

begins with the input of a street-level image into our land-
mark segmentation model, which detects distinct landmarks.
These landmarks are crucial for re�ning the search within
the tiled image-map, directing our template matching algo-
rithm toward tiles displaying similar landmarks and thereby
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Figure 2. Visual representation for data collection procedure: (a) sensor capturing setup, (b) path taken for data collection in
clockwise direction, indicated by yellow arrows, (c) path taken for data collection in a counter-clockwise direction, marked by
blue arrows.

narrowing the search to a targeted subset of indexes. Subse-
quently, the image is processed by street2sat, which converts
the street-level image into its satellite equivalent. The most
suitable match is then determined by comparing this satellite
view with a collection of pre-validated tiles in the image-
map. Once the best match is identi�ed, the system assigns
latitude and longitude to the given image by pinpointing
the speci�c tile number associated with unique geographical
coordinates. Figure 1 provides a visual representation of the
procedure.

2.1 Data Collection
The data collection for our study utilized Osmo 3 action
camera paired with a ZED-F9P GNSS module, as illustrated
in Figure 2 (a). Using this con�guration we georeferenced
images at intervals averaging 3.89 meters between each shot.
We conducted this process through two exhaustive sweeps
of the region of interest: initially in a clockwise direction and
subsequently in a counter-clockwise manner, as shown in
Figures 2 (b) and 2 (c). Mirroring the typical navigation pat-
terns of delivery robots and micro-mobility devices, sought
to acquire dual perspectives from identical locations, ensur-
ing a wide array of visual cues encountered on sidewalks and
paths were documented. At each capture point, we collected
three types of data: the RGB image, the geocoordinates, and
the timestamps. Finally, we synchronized the RGB images
with their corresponding geocoordinates using the times-
tamps to ensure temporal alignment.

2.2 Landmark Segmentation
Custom landmark segmentation in IBL primarily serves to
enhance the robustness and adaptability of localization sys-
tems in diverse and dynamic environments. By accurately
identifying and segmenting distinct landmarks and features
within urban landscapes, the system can create more reliable
and context-aware matches between the query image and
the database. This approach not only increases precision in
pinpointing locations but also improves the system’s ability
to function e�ectively under varied conditions, including
occlusions, lighting changes, and seasonal variations.
For the annotation of our dataset, we utilized the Seg-

ment Anything Model (SAM) [10], focusing on 27 distinct
landmarks relevant to our study area. The task involved
manually identifying and segmenting these landmarks in
approximately 800 street-level images, signi�cantly simplify-
ing the typically demanding labeling process. The utilization
of SAM’s advanced zero-shot learning capabilities enabled
us to expedite our data preparation, playing a pivotal role in
reducing complexity and improving the accuracy of localiza-
tion in urban environments. Following the labeling process,
we used the generated annotations to train an instant seg-
mentation model based on the YOLOv8 architecture [22].
The model was set to train for 100 epochs, incorporating an
early stopping mechanism with a patience parameter set to
50 epochs to prevent over�tting. The training was conducted
with a batch size of 16. Notably, the training was driven by a
Stochastic Gradient Descent (SGD) optimizer and was con-
ducted without relying on a pretrained model, ensuring our
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Figure 3. Examples of successfully identi�ed landmarks
using our custom landmark segmentation model on street-
level images in Tartu, Estonia.

model was uniquely tailored to our dataset. The e�ective-
ness of our segmentation model is visually represented in
Figure 3.

To assess the e�ectiveness of our semantic segmentation
method, we evaluated its precision and mean Average Preci-
sion (mAP) for both bounding boxes and masks over several
epochs. These metrics serve as essential indicators of the
model’s pro�ciency in identifying and categorizing land-
marks within urban infrastructure analysis. Our evaluation
speci�cally concentrated on Precision (B) and mAP50 (B)
for bounding boxes, along with Precision (M) and mAP50
(M) for masks. The analysis of results from the initial, me-
dian, and �nal epochs reveals a signi�cant enhancement in
the model’s capacity for precise segmentation and landmark
recognition. This improvement is detailed in Table 1, provid-
ing an overview of the segmentation quality metrics across
several epochs.

2.3 street2sat Generative Model
To con�gure the street2sat generative model, which is de-
signed to transform street-level images into their correspond-
ing satellite views, we employed the pix2pix cGAN frame-
work [8]. This setup involves pairing each street-level image
with its corresponding satellite view, anchored by geographic

Table 1. Overview of our custom segmentation performance
metrics across several epochs.

Metric Initial Median Final

Precision (B) 0.69 0.78 0.76
mAP50 (B) 0.43 0.76 0.79
Precision (M) 0.69 0.78 0.73
mAP50 (M) 0.42 0.76 0.75

coordinates obtained from a GNSS module. These coordi-
nates delineate the center of a designated square region of
interest, mathematically de�ned as:

(@D0A4 ;�A40 = [(;>= � 3, ;0C � 3), (;>= + 3, ;0C + 3)] (1)

To optimize the model’s performance during the training
phase, we implemented speci�c con�gurations. The model
underwent training with a batch size of 1 and a learning rate
(;A ) set at 0.0002, adhering to best practices for achieving
stable GAN training outcomes. The initial training phase
spanned 500 epochs, after which the model’s parameters
were further re�ned through an additional 500 epochs in a
decay phase to �ne-tune performance. The adjustment of
the learning rate over these epochs follows a linear decay
function:

;A = ;A8=8C80; �
4?>2⌘ ⇥ ;A8=8C80;

=4?>2⌘B + =4?>2⌘B3420~
(2)

In this equation, ;A8=8C80; represents the starting learning rate,
4?>2⌘ the current epoch count, =4?>2⌘B the total epochs be-
fore decay begins, and =4?>2⌘B3420~ the duration of the decay
phase. Consistency across the dataset was maintained by
resizing each image to a square dimension of 256 ⇥ 256 pix-
els, streamlining the training process. The transformation
of street-level images to satellite views serves several criti-
cal purposes. Firstly, it provides a comprehensive top-down
perspective of a location, essential for the identi�cation and
mapping of key landmarks and geographic features vital
for accurate localization, especially in urban environments
where obstacles and dynamic changes pose challenges to
conventional localization approaches. Secondly, the aerial
perspective broadens the �eld of vision, unveiling the spatial
relationships and arrangements among objects and features
that ground-level views might obscure. This broadened view
is crucial for enhancing feature matching accuracy, as it
compiles a diverse and detailed dataset that mirrors the com-
plexity of real-world settings. By capturing both the detailed
and overarching aspects of a location, our system enhances
its navigational and localization precision, leveraging var-
ious visual cues from di�erent viewpoints to navigate and
understand complex environments e�ectively. Figure 4 (c)
demonstrates the output of our street2sat generative model
alongside its actual satellite view (Figure 4 (b)) and its corre-
sponding street-level image (Figure 4 (a)).
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Figure 4. (a) street-level image, (b) actual satellite view
from same location extracted from OpenStreetMap, (c) our
street2sat generated satellite view from the street-level im-
age.

2.4 Contextual Tiled Image-Map Database
The concept of the contextual tiled image-map represents an
innovative approach to mapping an entire region through
an ordered sequence of satellite view images, each rich with
contextual data. Each tile in the image-map carries essential
information: its position index relative to other tiles, its spe-
ci�c geolocation, and the landmarks within its �eld of view,
as depicted in Figure 5. Within our database, the ordered
arrangement of tiles, combined with the distinct landmarks
identi�ed on each, o�ers a rough yet extremely useful view
of a vehicle’s trajectory and orientation. This structured com-
pilation e�ectively creates a detailed mosaic that mirrors the
real-world environment, capturing the essence of the urban
landscape through which the vehicle navigates.
Our methodology has the potential to enhance route vi-

sualization and also signi�cantly improve navigation pre-
dictability by depicting potential paths and adjustments a
vehicle might make in an urban landscape. Moreover, this
approach allows for representing a vast region as a single,

detailed image, e�ectively condensing a broad area into a
manageable format. This compact representation is particu-
larly advantageous for memory constraints in autonomous
delivery robots, as it reduces the data load without sacri�c-
ing detail or navigational utility. Building on this approach,
the entire training dataset undergoes a comprehensive syn-
thesis, utilizing two core models: the street2sat for satellite
view generation and the landmark segmentation model for
precise feature identi�cation. For every street-level image in
the training dataset, the street2sat model generates a corre-
sponding (100 ⇥ 100) pixel satellite image, creating pivotal
reference points within our localizationmap. Simultaneously,
the landmark segmentation model processes the same street-
level images, extracting speci�c landmarks associated with
their locations. Next, we need to calculate the grid’s dimen-
sions, the aim is to organize the images in an approximately
square grid to optimize space and maintain aspect ratios. The
number of columns 2>;B and rows A>FB is calculated using
the formulas:

2>;B =
jp

=D<_8<064B
k
, A>FB =

⇠
=D<_8<064B

2>;B

⇡
(3)

The canvas on which the images will be tiled is then deter-
mined by the dimensions of this grid. The width and height
of the canvas are directly proportional to the number of
columns and rows and the dimensions of each tile, described
by:

20=E0B_F83C⌘ = 2>;B ⇥ C8;4_F83C⌘ (4)
20=E0B_⌘486⌘C = A>FB ⇥ C8;4_⌘486⌘C (5)

As each image undergoes processing, it is resized to �t the
predetermined tile dimensions and then accurately placed
onto the canvas. The positioning formulae ensure that each
image is allocated to its precise location on the grid, based on
its sequence and the overall structure of the tile arrangement:

G?>B = (8 mod 2>;B) ⇥ C8;4_F83C⌘ (6)

~?>B =
�

8

2>;B

⌫
⇥ C8;4_⌘486⌘C (7)

2.5 Localization by Template Matching
In order to carry out localization in a contextual tiled image-
map, we begin by feeding an image query into two essential
procedures. Initially, the image is introduced to a landmark
segmentation model, which discerns any recognizable land-
marks within the image. The landmarks identi�ed are crucial;
they are utilized to re�ne the search process of the template
matching algorithm by focusing on tile locations within the
image-map associated with similar landmarks. This re�ne-
ment is represented as a narrowed set of valid indexes +
derived from landmark data. Next, the street-level input im-
age is transformed into its corresponding satellite view using
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Figure 5. (a) An overview of the area under study using OpenStreetMap, (b) the entire study region presented as a composite
synthesized image using the street2sat model, (c) a sample image-tile, (c) details contained in every image-tile, including its
position with relation to other tiles, landmarks visible from the street-level perspective, and the geocoordinates of the location
where the image was captured.

the street2sat model, denoted as ( . The generated satellite
image is then fed to the template matching algorithm which
at its core employs a Normalized Cross-Correlation (NCC)
to systematically compare ( against each �ltered tiles of the
tiled image-map from the previous stage . The correlation
coe�cient for each tile is computed using the equation:

'(G,~) =
Õ

G 0,~0 [( (G 0, ~0) · � (G + G 0, ~ + ~0)]qÕ
G 0,~0 ( (G 0, ~0)2 ·ÕG 0,~0 � (G + G 0, ~ + ~0)2

(8)

Here, � represents the reference image, and G 0, ~0 are co-
ordinates relative to the segment. The search for the best
match is concentrated over those regions indicated by + ,
the set of tile locations linked to the recognized landmarks.
Once the algorithm identi�es the tile with the highest corre-
lation coe�cient as the best match, it determines its precise
geographical location by computing the tile number using
Equation 9. Subsequently, it cross-references a lookup table
to retrieve the corresponding latitude and longitude associ-
ated with that positional index.

)8;4#D<14A =
✓

~

BC4?_B8I4

◆
· A>F_BC4?B +

✓
G

BC4?_B8I4

◆
+ 1

(9)
Leveraging both the landmark data for spatial context

and the generated satellite view for visual comparison, our
approach ensures a targeted and e�cient search within the
template matching process.

3 Experiment and Results
To evaluate the performance of our localization methodol-
ogy, we utilized a small sample from the DELTA dataset

[2], which provides a comprehensive set of street-level im-
ages each paired with precise geolocations, serving as our
benchmark. Initially, each image was processed through
our custom landmark segmentation model, followed by the
street2sat generative model. This sequential processing al-
lowed us to re�ne the input for geolocation prediction. We
calculated geographic distances between predicted and ac-
tual geolocations using the Haversine formula, forming the
basis of our error analysis. These measurements, along with
additional statistical metrics, were used to assess the accu-
racy of our geolocation predictions, as detailed in Tables 2
and 3.

3.1 Haversine Distance Calculation:
The Haversine formula is used to calculate the great-circle
distance between two points on the earth’s surface, given
their latitude and longitude in degrees. This provides us with
the actual distance errors between the true locations and the
estimated locations from our model. The formula used for
each pair of points is:

3 = 2 ⇥ 6371 ⇥ arcsin
⇣p

0
⌘

0 = sin2
✓
�lat
2

◆
+ cos(lat1) ⇥ cos(lat2) ⇥ sin2

✓
�lon
2

◆ (10)

Where �lat and �lon are the di�erences in latitude and
longitude, respectively, and 6371 is the earth’s radius in kilo-
meters.

3.2 Mean Absolute Error (MAE) and Root Mean
Square Error (RMSE):

Thesemetrics give a sense of the average error and the square
root of the average of squared di�erences between true and
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Table 2. Haversine Distance Calculation Results

Metric Value (km)

Mean Error 0.1175
Median Error 0.0739
Standard Deviation of Error 0.1219

estimated values, respectively. MAE provides a linear score
that averages the absolute di�erences between the predicted
values and actual values, giving an idea of how wrong the
predictions were, without considering the direction. The
formulas for these calculations are:

"�⇢ =
1
=

=’
8=1

|~8 � G8 | (11)

'"(⇢ =

vt
1
=

=’
8=1

(~8 � G8 )2 (12)

Where ~8 and G8 are the true and estimated geocoordinate
values, respectively.

Table 3.MAE and RMSE Results

Metric Latitude Longitude

MAE 0.00093 0.00070
RMSE 0.00141 0.00107

The evaluation of our localization algorithm, conducted
on a modest sample size, presents promising results, demon-
strating a generally reliable performance. Analysis using
Haversine distance calculations shows that the algorithm’s
predictions typically closely align with actual locations, with
a signi�cant portion being near the true positions. The ob-
served standard deviation indicates a reasonable range of
accuracy across various predictions, highlighting some vari-
ability in precision. Despite the small sample size used for
testing, these �ndings underscore the algorithm’s potential
to o�er accurate and dependable location estimations in a
particular urban setting.

4 Failure Analysis
In our localization prediction system, we identi�ed two pri-
mary root causes of inaccuracies. The �rst issue is unsuccess-
ful landmark classi�cation, which arises from several factors.
Some locations may lack identi�able landmarks (Figure 6
(a)), leaving our system without essential spatial context for
accurate localization. In other instances, even if landmarks
exist, they might be obscured by trees or urban elements (Fig-
ures 6 (b) and 6 (c)), preventing the system from recognizing
them. Additionally, the system might fail to recognize the

Figure 6. Examples of system failure analysis:(a) Absence
of visible identi�able landmarks, (b) landmarks obscured by
trees, (c) interference from urban elements, (d) reduced visi-
bility caused by sun glare, and limitations due to insu�cient
model training.

landmarks due to various limitations, such as poor visibility
or insu�cient model training (Figure 6 (d)).
The second major issue is the inaccurate generation of

satellite views by the street2sat model (Figure 7). If the model
generates an imprecise representation of the urban land-
scape, it adversely a�ects the subsequent template matching
process, leading to errors in localization. These fundamental
challenges underscore the importance of addressing both
the landmark classi�cation accuracy and the quality of gen-
erated satellite views to enhance the overall precision of our
geolocation prediction system.

5 Conlucion and future scope of research
In this research, we embarked on an innovative exploration
of IBL leveraging generative AI in tandem with image tem-
platematching and landmark segmentation, speci�cally aimed
at enhancing urban navigation for micro-mobility vehicles
and delivery robots. Our method systematically creates a
contextual tiled image-map by organizing a speci�ed urban
area into a structured sequence of satellite-generated im-
age tiles, each derived from street-level imagery through
the street2sat generative model. These tiles are indexed by
their direction of travel, geographically tagged, and anno-
tated with visible landmarks from the street view, culminat-
ing in a comprehensive contextual database. Our �ndings
demonstrate the potential of generative AI to bridge the
gap between ground-level observations and overhead per-
spectives, o�ering a signi�cant promise for constructing
contextual reference databases and improving image-based
localization in dynamically changing urban environments.
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Figure 7. street2sat model failing to properly generate satel-
lite views from the street-level view. (a) street-level view from
DELTA dataset, (b) the actual satellite view from the street-
level view, (c) the satellite view generated by the street2sat
model.

The evaluation of our system, particularly through the use
of the DELTA dataset, revealed a moderate level of accuracy,
indicating room for enhancement in achieving high preci-
sion in real-world applications. The current approach to IBL,
while indicative of potential, presents multiple pathways for
enhancement and further exploration. Future research could
prioritize the expansion of the landmark segmentationmodel
to incorporate a more extensive array of landmarks. This
would likely improve the granularity and speci�city of the
localization process, allowing for a more re�ned and detailed
understanding of urban scenes. Additionally, the inclusion
of more sophisticated scene understanding neural network
models could provide deeper insights into complex visual
data, contributing to a more robust and nuanced localization
mechanism.

Improvements to the cGANmodel are also warranted, par-
ticularly in its ability to handle diverse and dynamic urban
scenarios. Advancements in this area could lead to better
generalization capabilities, enabling the model to produce
more accurate aerial representations from street-level im-
agery under varying conditions. Re�ning themodel to reduce
its computational demands could also make the system more
viable for real-time applications on a range of devices.

Moreover, enhancing the system’s capability to update
its database in response to rapid environmental changes re-
mains a critical area of development. This would ensure that
the localization remains accurate over time, even as urban
landscapes evolve. Finally, as the model becomes more intri-
cate, the computational e�ciency will be vital to maintain,
ensuring that improvements in accuracy do not come at an
unsustainable cost in terms of processing power. Address-
ing these areas could greatly increase the applicability and
reliability of IBL technologies in real-world settings.
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ABSTRACT
Bibliometric analysis is essential for understanding research trends,
scope, and impact in urban science, especially in high-impact jour-
nals, such Nature Portfolios. However, traditional methods, relying
on keyword searches and basic NLP techniques, often fail to uncover
valuable insights not explicitly stated in article titles or keywords.
These approaches are unable to perform semantic searches and
contextual understanding, limiting their e�ectiveness in classifying
topics and characterizing studies. In this paper, we address these
limitations by leveraging Generative AI models, speci�cally trans-
formers and Retrieval-Augmented Generation (RAG), to automate
and enhance bibliometric analysis. We developed a technical work-
�ow that integrates a vector database, Sentence Transformers, a
Gaussian Mixture Model (GMM), Retrieval Agent, and Large Lan-
guage Models (LLMs) to enable contextual search, topic ranking,
and characterization of research using customized prompt tem-
plates. A pilot study analyzing 223 urban science-related articles
published in Nature Communications over the past decade high-
lights the e�ectiveness of our approach in generating insightful
summary statistics on the quality, scope, and characteristics of
papers in high-impact journals. This study introduces a new para-
digm for enhancing bibliometric analysis and knowledge retrieval
in urban research, positioning an AI agent as a powerful tool for
advancing research evaluation and understanding.
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1 INTRODUCTION
Bibliometric analysis is a widely used method for evaluating and
mapping research trends, impact, and scope across various scien-
ti�c domains [2]. It provides quantitative insights by analyzing
publication records, citations, and other scholarly outputs, helping
researchers and policymakers understand the evolution of speci�c
�elds [4]. Over the past few decades, bibliometric analysis has
evolved from basic citation counts and keyword frequency met-
rics to more sophisticated approaches, incorporating co-authorship
networks, citation �ows, and research topic clusters [7]. Thesemeth-
ods are particularly important in �elds like urban science, where
emerging topics such as smart cities require continuous monitor-
ing to shape the direction of future research and innovation [5].
Bibliometric analysis plays a key role in identifying in�uential
works, emerging themes, and research gaps, thus guiding strategic
decision-making in urban science and smart city development [15].

However, traditional bibliometric methods face several limita-
tions. Most rely heavily on keyword searches and basic text mining
techniques, which depend on exact matches of terminologies and
prede�ned keywords. These techniques often miss critical insights
that are not explicitly captured in the titles or abstracts of research
articles, thereby limiting the ability to fully understand and clas-
sify research topics [8]. Furthermore, traditional natural language
processing (NLP) approaches, such as term frequency-inverse doc-
ument frequency (TF-IDF) or simple word co-occurrence metrics,
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fail to capture the semantic meaning and contextual relationships
between concepts[9]. Although topic modeling methods like La-
tent Dirichlet Allocation (LDA) can o�er signi�cant bene�ts for
bibliometric analysis by providing deeper insights into the rela-
tionships and structures within research literature [1], they are
primarily used for uncovering thematic structures and classifying
article topics and are not designed for enabling semantic search or
providing a contextual understanding of an article that involves
deeper reasoning and interpretation. As a result, traditional biblio-
metric analysis often falls short in generating deeper insights that
require a thorough review and interpretation of the article’s full
content. Relying primarily on the analysis of titles, keywords, and
standard metadata, limits the ability to provide a more customized
and nuanced characterization of research based on the full textual
data.

Recent advancements in generative AI models, such as large
language models (LLMs), have opened new opportunities for en-
hancing research [11]. These models, including transformers and
Retrieval-Augmented Generation (RAG) systems, excel at seman-
tic understanding and contextual interpretation of complex texts,
making them highly suitable for extracting valuable insights from
research articles and technical manuals [10, 14]. In the �eld of urban
informatics, LLMs have been increasingly applied to analyze large
volumes of text, uncovering patterns and trends that traditional
methods would overlook [6, 13]. In this paper, we propose a novel
technical work�ow for automating and enhancing bibliometric
analysis by integrating Vector Databases, Sentence Transformers,
Gaussian Mixture Models (GMM), Retrieval Agents, and an LLM.
Our approach enables contextual search, topic ranking, and cus-
tomized characterization of research articles, whichwe demonstrate
through a pilot study analyzing 201 urban science-related articles
published in Nature Communications over the past decade. This
work addresses the limitations of traditional bibliometric meth-
ods, introducing a new paradigm for urban research analysis and
knowledge retrieval through the development of AI agents with
contextual understanding and reasoning capabilities.

2 LITERATURE REVIEW
To overcome the limitations and knowledge gaps in traditional
bibliometric analysis, recent studies have employed generative AI
models, particularly transformer-based language models, to auto-
mate and enhance bibliometric methodologies.

Fijačko et al. [3] explores the application of generative AI in
bibliometric analysis, focusing on 10 years of research abstracts
from the European Resuscitation Congresses (ERC). Using ChatGPT-
4, the study classi�ed 2,491 abstracts into ERC guideline topics, with
Basic Life Support and Adult Advanced Life Support being the most
frequent. The research highlights the potential of large language
models like ChatGPT-4 in categorizing and analyzing scienti�c
literature and identifying trends. However, challenges included
potential misclassi�cation, the limited use of abstract titles rather
than full-text, and heavy reliance on the model’s capabilities. These
constraints highlight the challenges of automating bibliometric
analysis in the absence of comprehensive datasets. However, the
study e�ectively showcases the potential of AI to signi�cantly
improve bibliometric methodologies despite these limitations.

Weng et al. [12] introduces a methodology for detecting and
visualizing key research topics using GPT-3 embeddings and the
HDBSCAN clustering algorithm on 593 abstracts related to urban
studies and machine learning. By clustering abstracts based on
semantic similarity and extracting keywords using the Maximal
Marginal Relevance (MMR) algorithm, the study provides an in-
teractive tool for exploring abstract clusters and their associated
topics. Challenges included optimizing clustering parameters and
relying solely on abstracts, which may not fully represent the re-
search. Some clusters contained outliers or minimal data, a�ecting
accuracy. Despite these limitations, the study demonstrates the
potential of transformer-based models in facilitating unsupervised
bibliometric analysis, though re�nement is needed.

Both articles emphasize the bene�ts of transformer-based and
large language models for bibliometric analysis, while also address-
ing critical limitations such as data quality, optimization challenges,
and input constraints when working with abstract-based datasets.
To overcome these challenges, there is a need to harness recent
advancements in sentence transformer models and RAG technolo-
gies. These innovations can enable the development of an AI agent
capable of advanced contextual understanding of research articles,
facilitating semantic search and providing tailored insights based on
user-speci�c queries. This, in turn, can generate new bibliometric
metrics, o�ering deeper and more comprehensive analysis.

3 METHODOLOGY
This section starts by outlining the design requirements for our
proposed methods, then presents the conceptual work�ow and its
implementation, which combines Generative AI techniques with
statistical models.

3.1 Design Requirements
Overall, we aim to develop an AI-agent styled tool that can interact
with users, who are primarily researchers and college students,
through human nature conversations, to get their inquire on the
current-state of cutting edge research in a speci�c domain, such as
smart city and urban science. Based on the inquiry, our work�ow
will automate a sequence of procedures that leverage the unique
capabilities of sentence transformers and RAG techniques on a
batch of selected literature �ltered and downloaded from academics
databases, such as Scopous, IEEE Xplore, and Web of Science. Aim-
ing to shed lights on more advanced, intelligent, and automonous
biblimetric analysis, our work�ow aims to enable the following
features:

Conversational Interaction: A chatbot-style interface will
be implemented, allowing users to ask questions through nat-
ural human conversations, without the need for pre-de�ned
keywords or technical jargon. This feature will enable users
to de�ne search and �lter criteria for subsets of bibliographic
data (e.g., research articles, conference proceedings, techni-
cal reports, and manuals) that have been pre-selected and
downloaded from popular academic databases. The search
process will be guided by broad categories, such as domains,
disciplines, and journals, to streamline access to relevant
literature.
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Figure 1: The overall design of the transformer and RAG-powered work�ow.

Semantic and Contextual Search: Based on the user-de�ned
inquiry, this process matches and retrieves relevant research
documents or speci�c sections by analyzing the underly-
ing meaning and contextual relationships between words,
rather than relying solely on keyword matching. The use of
sentence transformers and text embeddings, enables users
to access information and knowledge based on conceptual
relevance, rather than simple term frequency. This enhances
the precision of literature �ltering and facilitates deeper,
more insightful knowledge discovery, which will plays im-
portant role as the retrieval agent within the RAG paradigm
to bene�t further analytics using Generative AI models.

Customized Literature Characterization: Using the output
literature from the semantic and contextual search as input,
Generative Pre-trained Transformer (GPT) models will be
employed for contextual understanding, reasoning, and in-
terpretation. These GPT models will process user inquiries
to generate customized characterizations and interpretations
of the selected literature, providing deeper insights and cre-
ating more sophisticated metrics for advanced bibliometric
analyses. This approach aims to enhance the overall un-
derstanding of research trends and o�er tailored, in-depth
evaluations of the literature.

As an example of our end-user capability, a user could ask the
chatbot, powered by our method, a question like, “What percentage
of research published in Computers, Environment and Urban Sys-
tems over the past 5 years in the urban mobility sector uses tra�c
simulation-based methods versus crowd-sourced data-driven meth-
ods, and what are their spatial scales?” The semantic and contextual
search then �lters and retrieves relevant articles based on the query,
ranks them by relevance, and feeds them to the generative AI model.
This enables advanced contextual understanding and reasoning to
provide customized characterizations on individual research’s sim-
ulation types and spatial scales, which involve information often
not found in keywords or titles. These characterizations can be later
used to generate summary statics and insights to facilitate more
detailed trend analysis and thematic mapping.

3.2 Work�ow Design
Our work�ow consists of four key procedures, as depicted in Figure
1. The work�ow is later implemented in a Jupyter lab environment
using Python-based libraries. Each procedure is detailed through
the following following list.

3.2.1 Bibliography Selection and Data Preparation. In the �rst step,
users select literature based on generic search criteria such as disci-
pline, publication year, and journal name. Data is extracted from
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academic databases like Scopus, IEEE Xplore, and SerpApi using
their respective web services and platforms, or through custom-
built web scrapers, such as those powered by SerpAPI. The retrieved
data includes bibliographic summaries in CSV format and individ-
ual articles in formats like PDF and HTML, which are then stored
in a �le-based system for further processing.

3.2.2 Text Embedding and Data Warehousing. After retrieving the
essential documents, a Python script powered by PyPDF2 is used
to parse the bibliographic summaries, which include the list of
downloaded articles along with supportive metadata (e.g., authors,
year, source, citations, and h-index), as well as the PDF and HTML
versions of the individual articles. This parsing process is designed
to upload key textual information into a datastore, building the
knowledge base for the proposed AI agent. Unlike traditional infor-
mation and content management systems, our work�ow utilizes
a sentence transformer, speci�cally the all-MiniLM-L6-v2 model
from Hugging Face, to generate text embeddings—vector represen-
tations that encode the semantic and contextual meaning of the text.
Compared with traditional NLP methods, sentence transformers,
with its unique self-attention mechanism, have superior advantages
in capturing semantic meaning, enabling contextual understanding,
handling synonyms, and long-range dependencies between words
in a sentence. These embeddings facilitate more e�cient semantic
and contextual searches in later stages of the work�ow. The text
embeddings, along with essential metadata and article content, are
uploaded into the datastore. We selected Neo4j, a graph database, as
the datastore for this work�ow due to its graph data model, which
better represents the relationships between data entities stored as
nodes in the database. In our project, individual articles are repre-
sented as nodes within Neo4j, with associated metadata, content,
and text embeddings stored as properties of each node.

3.2.3 Semantic and Contextual Search. In the third step, the work-
�ow enables semantic and contextual searches within the literature
stored in the knowledge base, leveraging the Neo4j database and
sentence transformers. User queries, collected through a chatbot
interface, serve as input for this advanced search. The core function-
ality compares the text embeddings of the user queries with those
of the article contents. We employ an enhanced cosine similarity
analysis, as described in Eq. 1, to calculate a similarity score ranging
from 0 to 1, where 0 represents complete irrelevance and 1 repre-
sents high relevance. Our implementation extends the standard
cosine similarity formula by using Python to chunk the original
article content into sections and paragraphs, enabling more granu-
lar comparisons between the query and speci�c parts of the article.
This process is applied to each article in the database, generating a
similarity score based on semantic similarity with the user’s query.
At the contextual level, the framework evaluates the query’s con-
text and intelligently selects embeddings from di�erent sections of
the articles to perform a targeted and accurate search.

Similarity Score =
a · b

kakkbk (1)

To draw the decision boundary based on a list of individual
article’s similarity score, we employed GMM to rank and cluster
articles by their similarity score, which re�ects their relevance. A
GMM is a probabilistic model that represents a distribution of data

as a mixture of multiple Gaussian (normal) distributions, each char-
acterized by its own mean and variance, making it e�ective for
modeling complex, multimodal datasets. We employed the Akaike
Information Criterion (AIC) and Bayesian Information Criterion
(BIC), alongside the elbow method, to determine the optimal num-
ber of clusters for the Gaussian Mixture Model (GMM) analysis.
After the clustering analysis, the cluster with the highest average
similarity scores implies it contains themost relevant articles, which
are also further ranked based on its similarity score.

Articles in the top-ranked clusters are subsequently fed into
generative AI models, speci�cally GPT, to enable more in-depth
analysis and interpretation. The semantic and contextual search
within this work�ow is a critical component of the RAG paradigm,
allowing for further subsetting and re�ning of input information
to ensure more accurate and relevant results. This process also
helps prevent exceeding the token limits of the GPT model context
window by optimizing the selection of input texts.

3.2.4 Customized Article Characterization. The top-ranked clus-
ters, containing the most relevant articles, are then imported into a
GPTmodel as an external knowledge source to generate customized
characterizations for each article. These tailored bibliographic char-
acteristics serve as metrics, providing more detailed descriptions
and classi�cations of the articles. This approach uncovers valuable
insights into research trends, focusing on individual articles’ topics,
technologies, methods, and contributions.

We leverage the contextual reasoning capabilities of large lan-
guage models to classify and justify �ndings based on the semantic
meaning of sections and paragraphs within the articles, extracting
useful information without relying on precise names or keywords.
This process is guided by instructional prompting strategies, where
we design engineered prompt templates and feed them into the
GPT model along with the relevant article text segments (speci�c
sections). These segments are further re�ned and �ltered based
on their content relevance to ensure accurate classi�cation and
extraction.

At the technical level, we explored and tested the capabilities
of two GPT models, including a local instance of EleutherAI/gpt-
neo-1.3B models and the ChatGPT-3.5 Turbo API. Our experiments
reveals that small models with on 1.3B parameters su�er from
severe hallucination, and are unable to analyze large size of tokens.
The ChatGPT-3.5 API demonstrates stable performance, particularly
in its ability to process large text segments e�ciently and produce
reasoned characterizations.

4 PILOT STUDY
This pilot study aims to demonstrate the feasibility and performance
of our proposed methods. For this study, we compiled a dataset
of 223 high-impact urban research articles published in Nature
Communications, obtained through the following Scopus query:
TITLE-ABS-KEY ( “smart city” OR “urban” OR “urban management”
OR “urban planning” ) AND SRCTITLE ( “Nature Communications”
) AND PUBYEAR > 2013. We preprocessed the dataset by removing
all intermediate versions labeled as “Author Correction” or “Pub-
lisher Correction.” The �nal dataset consists of a CSV �le containing
bibliometric summaries with all Scopus �elds selected, along with
223 individual PDF documents of the actual articles.
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(a) Semantic and contextual search based on user’s query.

(b) Customized Literature Characterization using GPT’s reasoning capability.

Figure 2: Demonstration of the work�ow through two use case.

4.1 Use Case Demonstration
Our �rst use case on semantic and contextual search is demon-
strated in Figure 2a, where the user submits an inquiry to identify

articles related to urban green space. The chatbot responds by visu-
alizing a histogram of similarity scores for all articles and displaying
the GMM clusters of the articles. Additionally, a link is provided to
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download a CSV �le that ranks and clusters the articles based on
their relevance to the user’s query.

Our second use case builds on the output articles from the �rst
use case and demonstrates the capability to generate customized
literature characterizations, creating new metrics for bibliometric
analysis. Through the chatbot interface, users specify requests and
instructions via prompts to guide the GPT model in generating tai-
lored metrics. Examples of these prompts are illustrated in Figure
2b. Based on the prompts, the GPT processes the 67 retrieved arti-
cles and their critical content, leveraging its contextual reasoning
ability to derive new literature characteristics, which can then be
developed into metrics and summary statistics. Figure 2b also visu-
alizes the responses to the user’s queries using pie charts and box
plots. Users can submit additional questions and custom requests
through the chatbot to extract information and develop unique
metrics tailored to the needs of bibliometric analysis.

Ourmajor contribution lies in the development of an autonomous
AI agent designed to assist researchers in automating the charac-
terization and information extraction of large volumes of literature,
including datasets exceeding 1,000 articles. This system enables the
generation of in-depth insights for bibliometric analysis, signi�-
cantly enhancing the scalability and depth of literature review and
research trend identi�cation processes. By automating these tasks,
the AI agent o�ers a powerful tool for e�ciently managing and
analyzing extensive collections of scholarly articles, ultimately fa-
cilitating more comprehensive and insightful bibliometric analyses.

4.2 Limitation and Future Work
Developed as a prototype for a more advanced knowledge base and
management system, our work�ow still faces a few limitations, as
the following:

Token Size Limitation: The current implementation using
the ChatGPT API has a maximum token size limitation and
incurs service fees based on the number of tokens processed.
This makes it less suitable for analyzing large volumes of
literature.

Database Query Performance: The current datastore imple-
mentation using the Neo4j database may encounter chal-
lenges in querying and managing large volumes of embed-
ding data, as Neo4j is not optimized as a dedicated vector
database.

Lack of Evaluation and Validation: The GPT-generated lit-
erature characteristics are not currently evaluated by human
experts, which introduces uncertainty regarding their accu-
racy and reliability.

As future work to address these limitations, we propose several
experimental solutions. These include (a) deploying a local version
of large language models, such as GPT-Neo, to minimize service
fees for large-scale data analysis, (b) �ne-tuning the GPT model
to reduce unnecessary content and instructions sent to the model,
thereby mitigating token size limitations, (c) transitioning our data-
store implementation to dedicated vector databases, such as FAISS
or Pinecone, to enhance latency and accuracy, and (d) developing a
comprehensive strategy to evaluate the GPT’s performance in ana-
lyzing and characterizing literature. Additionally, more advanced

bibliometric analysis methods could be integrated into the current
work�ow to extend its analytical capabilities.

5 CONCLUSION
In this paper, we have presented a novel work�ow that integrates
generative AI models and advanced analytical techniques through
the RAG paradigm to address the limitations of traditional biblio-
metric analysis methods. By leveraging the contextual reasoning
capabilities of large language models and enhanced semantic search
techniques, our system o�ers a more nuanced and insightful analy-
sis of research literature. This approach, demonstrated through the
analysis of urban science-related articles, enables customized char-
acterizations and generates new metrics for bibliometric analysis,
providing deeper insights into research trends, methodologies, and
contributions.

Our pilot study demonstrates the feasibility of this work�ow,
showcasing its ability to facilitate advanced semantic and contex-
tual searches, cluster relevant articles, and produce tailored bib-
liographic insights through generative AI. However, the current
implementation faces challenges, including token size limitations,
database query performance issues, and the lack of expert evalua-
tion for the AI-generated results.

To address these limitations, future work will explore the de-
ployment of local language models, �ne-tuning of GPT models to
optimize token usage, and transitioning to vector databases like
FAISS or Pinecone to improve performance. Additionally, we aim
to establish a comprehensive validation framework involving hu-
man experts to ensure the accuracy and reliability of the gener-
ated bibliometric insights. As advancements in AI and bibliometric
methodologies continue, our work�ow has the potential to serve as
a powerful and autonomous tool for researchers and policymakers
seeking to analyze and interpret vast bodies of scienti�c literature
more e�ectively.
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Abstract
In recent years, as urban AI applications increasingly rely on sensitive data,
ensuring the privacy and security of machine learning (ML) models has
become essential. The proposed research study evaluates the performance
and security trade-o�s of seven encryption techniques applied to ML mod-
els used in urban AI settings. We compare encryption methods, including
mixed homomorphic encryptions using Convolutional Neural Networks
(CNNs) trained on the MNIST dataset, we analyze how these encryption
methods a�ect model performance in terms of accuracy, error rate, and
information leakage. The CNN models, after being trained with encrypted
data, are deployed on embedded devices to evaluate real-time performance.
We measure key metrics, including execution time, memory usage, and
classi�cation accuracy, to assess the feasibility of each encryption method
in urban AI scenarios. Additionally, the impact of encryption on model in-
terpretability and robustness is considered, particularly when used in urban
applications like intelligent transportation systems, smart city sensors, and
surveillance systems. By evaluating error rates, mutual information scores,
and statistical properties such as mean and variance, this research aims to
explore the practical trade-o�s between security, privacy, and performance.
Our �ndings highlight the importance of selecting appropriate encryption
techniques for urban AI tasks to maintain both data privacy and model
e�ciency in real-world settings.

CCS Concepts
• Security and privacy! Domain-speci�c security and pri-
vacy architectures.
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1 Introduction
In the age of data-driven decision-making advanced ML-based mod-
els are essential to urban AI applications, ranging from smart tra�c
management to public health monitoring. Ensuring the con�dential-
ity and integrity of sensitive information in these contexts is critical,
especially given the vast amounts of data generated by IoT devices
and urban sensors [9, 19, 24]. However, this dependency raises sig-
ni�cant concerns about data privacy and security [3, 14]. Increasing
incidents of data breaches and unauthorized access, emphasize the
urgent need to address these privacy concerns [16]. Thus, ML mod-
els in urban environments face two key challenges: protecting data
con�dentiality while maintaining performance. Traditional meth-
ods fall short, prompting interest in advanced encryption to secure
data without harming ML functionality [12, 20, 23, 30]. For example,
symmetric and asymmetric encryption can secure data in transit
but often add computational overhead, which slows model perfor-
mance during training and inference. [7, 28]. Additionally, data
anonymization techniques are not su�cient against advanced at-
tacks like model inversion, which can expose sensitive information
and other advanced mathematical-based neural models [21, 25].
This gap between the demand for robust data privacy and the limi-
tations of traditional techniques has driven the exploration of more
sophisticated encryption methods.

Techniques like homomorphic encryption, di�erential privacy,
and SMPC allow computations on encrypted data or add controlled
noise, providing e�ective solutions. [2]. However, the e�ective-
ness and e�ciency of these methods in the context of modern ML
applications, particularly in urban settings, remain largely underex-
plored [15]. Therefore, this study analyzes encryption methods for
ML models to address these concerns, focusing on CNNs for image
processing and classi�cation. It evaluates how di�erent techniques
a�ect the performance, resource use, and practical usability of CNN
training with a benchmark in image processing, such as the MNIST
dataset [4]. This study not only evaluates encryption methods in
standard approaches but also explores their performance on em-
bedded devices such as the Jetson Nano, Jetson Orin Nano, Jetson
Xavier NX, and Jetson Orin AGX [17, 26]. These devices are com-
monly used in edge computing and urban AI applications due to
their compact size and specialized hardware for ML tasks [18, 27].
In addition to evaluating the encryption methods in a standard com-
putational environment, this study also explores the performance
of encrypted CNN models on various embedded devices, including
the Jetson Nano, Jetson Orin Nano, Jetson Xavier NX, and Jetson
Orin AGX [11, 17, 26]. These devices are commonly used in edge
computing and urban AI applications due to their compact size and
specialized hardware for ML tasks [18, 27]. This analysis evaluates
encryption techniques on resource-constrained platforms to o�er
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practical understanding for developers and researchers working on
secure, privacy-preserving AI in urban applications.

2 Proposed Study
The proposed study addresses the challenge of balancing data pro-
tection with the practical needs of ML models, such as accuracy,
e�ciency, and usability in urban AI applications [5, 8, 29]. Therefore
these approaches are structured into phases: dataset preparation,
model training, encryption implementation, performance assess-
ment, and result analysis. Focusing on urban AI and embedded
devices, the study examines trade-o�s between execution time,
accuracy, and power consumption. Real-world case studies, like
smart tra�c management and public health surveillance, demon-
strate how encryption can enhance data privacy while maintaining
e�ectiveness in resource-constrained environments.

2.1 Encryption Methods
This study evaluates and compares the practical performance and
security trade-o�s of seven encryption techniques applied to CNN
models in urban AI applications. Unlike previous research, which
often remains theoretical, we implement XOR, di�erential privacy,
secure multiparty computation (SMPC), attribute-based encryption
(ABE), and various homomorphic encryption methods, including
simple homomorphic encryption, fully homomorphic encryption
(FHE), and Homomorphic Encryption for Arithmetic of Approxi-
mate Numbers (HEAAN) on real datasets. We assess their e�ects
on model accuracy, error rate, and information leakage using CNNs
trained on encrypted MNIST data. The primary objectives are to
evaluate how these encryption methods in�uence the image pro-
cessing and classi�cation accuracy of CNN models trained on en-
crypted datasets compared to those trained on the original, unen-
crypted data [6, 10].

2.2 Embedded Devices
By deploying the encrypted models on embedded devices like the
NVIDIA Jetson family (such as the Jetson Nano, Jetson Orin Nano,
Jetson Xavier NX, and JetsonOrin AGX), we provide concrete bench-
marks, measuring execution time, memory usage, and classi�cation
accuracy. Additionally, we analyze how these encryption methods
impact model interpretability, robustness, and statistical properties
like mutual information, mean, and variance, o�ering a detailed
comparison of their practical use in urban AI tasks. This practical
evaluation stands apart from prior studies by focusing not only
on encryption e�cacy but also on real-world deployment metrics,
providing a deeper understanding of the balance between privacy,
security, and model performance in sensitive urban AI applications.

2.3 Model Training and Evaluation
In this study, we implement a CNN model to classify the MNIST
dataset of handwritten digits. Images are normalized to [0, 1] and
reshaped to (28, 28, 1), with labels one-hot encoded. The CNN has
two convolutional layers (32 and 64 �lters), max-pooling layers, a
�attening layer, and two dense layers, ending with a softmax output.
The model uses the Adam optimizer and categorical cross-entropy
for multi-class classi�cation. Furthermore, the model is trained for

Table 1: Accuracy loss, and the error rate of the proposed
models’ encrypted dataset with di�erent techniques.

Encryption Method Accuracy Loss Error Rate

Unencrypted (Baseline) 0.9913 0.0279 0.0087
Attribute-Based Encryption (ABE) 0.9898 0.0331 0.0102

Homomorphic Encryption (HEAAN) 0.9875 0.0369 0.0125
Fully Homomorphic Encryption (FHE) 0.9900 0.0300 0.0100

Di�erential Privacy 0.7990 0.2989 0.0710

50 epochs with a batch size of 64, utilizing a validation set to moni-
tor performance during training. Each encryption technique is then
applied to both the training and testing datasets. Additionally, the
proposed architecture evaluates the impact of di�erent encryption
techniques on the performance and error rates of the CNNs model
trained on the MNIST dataset. Unlike traditional models that prior-
itize accuracy, this study examines how each encryption method
a�ects learning from encrypted data. By measuring test accuracy,
error rates, and statistical properties like mean and variance, it
o�ers a detailed understanding of information leakage and model
robustness in encrypted conditions—an area that has been under-
explored in encrypted ML. This research bridges the gap between
privacy-preserving techniques and high-performance models, par-
ticularly in urban AI applications dealing with public data [1, 13, 22].
Most state-of-the-art models focus on accuracy or di�erential pri-
vacy but fail to systematically explore multiple encryption schemes
and their trade-o�s within a uni�ed CNN framework.

3 Experimental Results
We conducted experiments to evaluate the performance of CNN
models trained on the MNIST dataset under di�erent encryption
techniques on di�erent embedded devices to highlight the impor-
tance of these encryption techniques in the real-world implemen-
tation of urban AI applications. The results were compiled from
multiple Jetson devices, focusing on model accuracy, error rates,
and statistical properties (such as execution time) of the encrypted
datasets using di�erent encryption techniques.

3.1 Accuracy and Loss Comparison
The experimental results demonstrate a thorough evaluation of
mixed encryption techniques and their impact on the performance
of CNNs trained on the MNIST dataset. ABE and HEAAN emerged
as the best-performing methods, achieving accuracies of 0.9898
and 0.9875, respectively. The e�ectiveness of these techniques can
be attributed to their sophisticated algorithms that maintain data
structure and relationships during encryption. ABE’s ability to de-
crypt based on speci�c attributes ensures that relevant information
remains intact for model training, while HEAAN’s optimization for
approximate arithmetic allows robust calculations on encrypted
data, enhancing the learning process without signi�cantly distort-
ing the original data.

In contrast, Di�erential Privacy showed the lowest performance
with an accuracy of 0.7990. This reduction can be attributed to
the introduction of noise essential for enhancing privacy, which
adversely a�ects the model’s ability to learn from the original data.
The added noise obscures meaningful patterns, resulting in less
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Figure 1: A graphical comparison of CPU time usage across
the di�erent encryption techniques, highlighting the re-
source demands associated with each method.

Table 2: Execution Time and Resource Utilization of En-
crypted Models on Embedded Devices

Embedded Execution System Power
Device Time (seconds) Utilization (%) Consumption (mW)

Jetson Nano 28 78 5536
Jetson Xavier NX 20 63 5036
Jetson Orin Nano 18 57 23000
Jetson Orin AGX 8 36 9000

e�ective training and a diminished capacity to generalize from the
dataset. On the other hand, FHE provided a balanced trade-o� with
an accuracy of approximately 0.9900. It allows for computations
on encrypted data without exposing sensitive information, serving
as a middle ground. However, it does not fully use the potential of
more specialized methods like ABE or HEAAN, which are designed
speci�cally for tasks requiring both data security and high model
performance.

Furthermore, Table 1 presents an analysis of the accuracy and
loss for CNN models trained on datasets encrypted with di�erent
techniques. This visual representation underscores the compara-
tive e�ectiveness of each method. Additionally, Figure Table 1, 3rd
column illustrates the error rates associated with each encryption
technique, providing a comprehensive understanding of model re-
liability. Overall, the results indicate that while some encryption
techniques maintain high accuracy and model e�cacy, others, like
Di�erential Privacy, introduce trade-o�s that hinder performance.
This analysis of each method’s strengths and weaknesses empha-
sizes the importance of selecting appropriate encryption techniques
based on speci�c urban AI application requirements, such as smart
city monitoring, autonomous vehicle navigation, and public safety
systems. In these contexts, ensuring data privacy while maintaining
high model performance is crucial for fostering trust and reliability
in AI-driven solutions.

3.2 Execution Time on Di�erent Embedded
Devices

The execution time for running CNN models with various encryp-
tion methods is crucial for assessing their feasibility in Urban AI
applications, particularly regarding public data safety. The baseline
model, operating without encryption, achieved an execution time

of 35.28 seconds. In contrast, the XOR encryption method exhib-
ited the least impact on execution time, requiring 38.61 seconds.
This minor increase is due to the straightforward nature of XOR
encryption, which incurs minimal computational overhead. More
complex encryption techniques, such as FHE, Di�erential Privacy,
and HEAAN, showed signi�cant increases in execution times. FHE
had an execution time of 38.41 seconds, while HEAAN took 38.71
seconds. These longer execution times can be attributed to the intri-
cate operations involved in preserving data privacy while enabling
computations on encrypted data. Figure 1 demonstrates a graphical
comparison of CPU time usage across the di�erent encryption tech-
niques, highlighting the resource demands associated with each
method. Additionally, the analysis of balanced FHE-encrypted mod-
els includes practical demonstrations across di�erent embedded
Jetson devices, demonstrating signi�cant performance di�erences
during real-time execution—critical for applications requiring im-
mediate predictions. Key metrics such as execution time, overall
system utilization, and power consumption were evaluated across
the devices, as shown in Table 2.

On the Jetson Nano, the longer execution time of approximately
28 seconds, along with a system utilization of 78% and power con-
sumption of 5536 mW, underscores the device’s limitations in han-
dling the computational demands of complex encrypted models.
The Nano, while suitable for basic tasks, struggles with the inten-
sive calculations required by FHE encryption, resulting in slower
processing speeds and higher resource consumption. In contrast,
the Jetson Xavier NX demonstrated improved performance with an
execution time of 20 seconds, utilizing 63% of its system resources
while consuming 5036 mW. This device’s enhanced processing
power allows it to perform more complex computations e�ciently,
but the higher power consumption re�ects a trade-o� between
performance and energy e�ciency. It showcases how advanced
hardware can reduce execution time while still demanding signi�-
cant power for high-performance tasks.

Similarly, the Jetson Orin Nano further optimized execution time
to 18 seconds, despite consuming higher power at 23000 mW. This
increased power consumption can be attributed to its advanced
architecture, which is capable of e�ciently managing more intri-
cate computations. This allows the Orin Nano to perform better
while requiring greater energy, indicating its design prioritizes
performance for demanding applications. Finally, the Jetson Orin
AGX excelled with an execution time of just 8 seconds, utilizing
only 36% of its system resources while consuming 9000 mW. This
exceptional performance highlights its superior processing capa-
bilities, enabling it to e�ciently handle encrypted models with
minimal delay. Its ability to maintain lower system utilization while
delivering high performance re�ects an optimized balance between
processing power and resource management. Therefore, the exe-
cution times of encrypted models on di�erent embedded devices
highlight the unstable computational demands associated with en-
cryption techniques. While FHE and other encryption methods
are vital for ensuring data security, their impact on execution e�-
ciency is signi�cant. Choosing the appropriate device is essential
for optimizing performance and power consumption in Urban AI
applications, where quick and secure processing of public data is
critical.
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4 Conclusion
In conclusion, this analysis thoroughly examines various encryp-
tion techniques applied to CNNs for image processing and classi-
�cation tasks using the MNIST dataset. The �ndings demonstrate
that the FHE technique and HEAAN o�er the most e�ective balance
between model accuracy and error rates, with FHE achieving an
accuracy of 0.9874 and HEAAN slightly outperforming it at 0.9875.
These encryption methods successfully maintain data privacy while
ensuring robust model performance, making them particularly valu-
able in contexts where sensitive information is handled. Further-
more, the evaluation of CPU time usage demonstrates that the
introduction of these encryption methods has a minimal impact on
execution time, indicating their viability for practical applications.
Assessments of power consumption and memory usage across var-
ious Jetson devices highlight that the Jetson Orin AGX stands out
for its e�cient performance in execution time and memory man-
agement, despite its higher power consumption. Therefore, these
understandings are important for urban AI applications, where real-
time processing of sensitive data is paramount. The ability to deploy
encrypted datasets on embedded devices without compromising
performance or privacy positions FHE and HEAAN as leading tech-
niques in this �eld. Future research should aim to optimize these
encryption methods further to enhance their computational e�-
ciency and scalability. Additionally, exploring hybrid approaches
that uses the strengths of multiple encryption techniques could
o�er a promising pathway to better balance privacy, performance,
and resource consumption in urban AI systems. Therefore, by ad-
vancing these encryption strategies, we can provide new directions
for safer and more e�cient urban AI applications, ensuring that
sensitive public data remains protected while harnessing the power
of advanced ML algorithms.
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Abstract
This paper introduces SurfaceAI, a pipeline designed to generate
comprehensive georeferenced datasets on road surface type and
quality from openly available street-level imagery. The motivation
stems from the signi�cant impact of road unevenness on the safety
and comfort of tra�c participants, especially vulnerable road users,
emphasizing the need for detailed road surface data in infrastructure
modeling and analysis. SurfaceAI addresses this gap by leveraging
crowdsourced Mapillary data to train models that predict the type
and quality of road surfaces visible in street-level images, which
are then aggregated to provide cohesive information on entire road
segment conditions.
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1 Introduction
Road damages can have a signi�cant impact on the comfort and
safety of tra�c participants, especially on vulnerable road users
such as cyclists [9] or wheelchair users [20], and have been iden-
ti�ed as a relevant cause for tra�c accidents [17]. Thus, compre-
hensive information on road surface types (e.g., paving stones) and 
their quality is crucial for the analysis and advancement of road
infrastructure [25], or for routing applications [12]. However, the
required data sources are commonly lacking. While OpenStreetMap
(OSM) o�ers tags for surface type and quality, large gaps within
the database exist as data availability depends on contributions
from volunteers. For example, as of August 2024, only 8,6% of road
segments in Germany are tagged with quality information.
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There is a large body of research on road surface state assess-
ment [6, 16, 23], focusing primarily on detecting damages such as
cracks and potholes [10, 27, 28]. Yet, road damage alone may not
re�ect the full range of factors that in�uence a tra�c participant’s
experience. For example, the smoothness of sett (regular-shaped
cobblestone) is also in�uenced by the �atness of the stones. Thus, a
combination of road surface type and quality information is neces-
sary to provide a comprehensive picture of the driving experience.
Satellite images have been proposed for large-scale surface type
identi�cation [29], but limited to distinguishing between paved and
unpaved roads. Karakaya et al. [15] used crowdsourced accelerom-
eter data to derive surface quality information for bicycle paths
and demonstrated its applicability in routing. While this approach
can predict comfort, it can struggle with road type di�erentiation
(e.g., roadway or sidewalk) in a crowdsourced setting, and relies on
sensor data which is not widely available yet.

Rateke et al. [22] developed models predicting the surface type
and quality from street-level imagery. The solution presented in this
work incorporates image classi�cation models of similar architec-
ture. However, we extend their approach by utilizing a �ner-grained
category scheme, a more diverse dataset, and optimizations in the
model architecture. Moreover, to the best of our knowledge, no
existing works have presented a pipeline enabling the prediction
of road surface type and quality on a large scale for comprehensive
road networks across arbitrary municipalities using available data.
We aim to �ll this gap by presenting SurfaceAI, a process pipeline
and a software that uses openly available street-level imagery to
generate georeferenced datasets pertaining to surface type and
quality across arbitrary areas.

2 Proposed approach
Street-level images are collected based on a user-de�ned geographic
boundary of interest. These images are then classi�ed by road
type, surface type, and surface quality, and aggregated at the road
segment level to provide estimates for the entire road network
within the de�ned boundary (see Figure 1). The individual steps of
the pipeline are elaborated below.

We implement the pipeline as open-source code in Python, using
PyTorch [19] for neural networkmodels and PostGIS [7] for e�cient
spatial operations1.

2.1 Street-level imagery
Our approach leverages Mapillary [3], a crowdsourcing platform
launched in 2013 that provides openly available street-level images.
As of January 2024, the dataset contains about 170 million images
in Germany, with over 50% captured within the past three years.

1Github Repository: https://github.com/SurfaceAI/road_network_classi�cation
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Figure 1: Schematic of the proposed pipeline from user input (geographic boundary) to model output (classi�ed road network).
Note that, for clarity, the diagram displays the aggregation algorithm for quality only.

Its smartphone app allows contributors to easily capture georef-
erenced image sequences during their trips by car, bicycle, or on
foot, resulting in a diverse collection that includes roadways, cycle-
ways, and footways. Additionally, Mapillary o�ers an API [4] for
programmatic access, which we integrate into our software stack.

The accessibility and widespread use of Mapillary, along with the
heterogeneity of the data regarding contributors, regions, devices,
camera angles, and transportation modes, make it a suitable choice
for training robust image classi�cation models. Imagery from Map-
illary, along with its metadata and data extracted using computer
vision methods, has been employed for various use cases, including
dataset creation for urban analytics covering a variety of tra�c
participants views [11, 18], generation of a cycleway network [8],
and spatiotemporal analysis of city dynamics, e.g., in the context
of walkability [26].

Other accessible data sources could be easily integrated into
our pipeline, supplementing or even replacing Mapillary as the im-
age database. Crowdsourcing platforms such as KartaView [2] and
Panoramax [5], the latter currently used mainly in France, provide
similar types of images, but have a substantially lower coverage in
Germany. The commercial image platform Google Street View [1]
o�ers panorama images of high quality due to the prevalence of
standardized recording by the platform itself with professional
equipment, but the data is not freely available. In addition, Google
halted image publication in Germany for several years, only re-
suming in mid-2023. Moreover, unlike Mapillary, contribution by
volunteers is possible only with advanced technology for recording
panorama images.

2.2 Image classi�cation models
We develop a supervised deep learning-based model that predicts,
from a Mapillary image, (1) the surface type (e.g., ‘asphalt’) and (2)
the surface quality (e.g., ‘intermediate’) which re�ects the physical
usability of a road segment for wheeled vehicles, particularly regard-
ing its regularity or �atness. Speci�cally, we �ne-tune E�cientNetV2-
S [24], pre-trained on ImageNet, using the recently published dataset
StreetSurfaceVis [13, 14] comprising 9,122 Mapillary images manu-
ally annotated by surface type and quality.

The labeling scheme closely alignswith that of OSM,with surface
type values consisting of asphalt, concrete, paving stones, sett, and
unpaved, while quality values range from excellent and good to
intermediate, bad and very bad. For more details on the annotation
process, refer to [14]. We train a classi�cation model to predict the
surface type, and one regression model per surface type predicting
the surface quality.

According to evaluations from [14], for an 80:20 train-validation
split and a test set comprising 776 images from geographically dis-
tinct cities, the type classi�cation model performs well, achieving
an accuracy (loss) of 0.96 (0.13) on the training data, 0.94 (0.19) on
the validation data, and 0.91 on the test data. The F1 scores for
individual type classes in the test data are all equal to or exceed
0.9, except for the ‘concrete’ surface type, resulting in a weighted
average F1 score of 0.84. These results indicate that the model
generalizes e�ectively across di�erent locations. For the quality
regression models, deviations from the true values are normally dis-
tributed and centered around 0, suggesting no systematic bias in the
predictions. Regarding quality predictions, the overall Spearman
correlation coe�cient of 0.72 (ranging from .42 to .65 for individual
type classes), an accuracy of 0.63, and a 1-o� accuracy (considering
neighboring classes as correct classi�cations) of almost 1.0 re�ect a
strong positive relationship between the predicted and true quality
rankings. While the model e�ectively captures the relative order-
ing of surface quality, some variability remains, similar to human
assessments, as quality classes are rather �uid [14].

Since roads, especially in urban settings, often consist of various
sections such as roadways, cycleways, sidewalks, or other areas
like parking lots or green stripes, we train an additional model to
resolve this ambiguity. Speci�cally, we �ne-tune a classi�er, with
an architecture similar to the surface type model, to distinguish be-
tween the following road type classes: roadway, bike lane, cycleway,
sidewalk, path, and no road or no single focus area. The last category
includes images that either lack a clear focus on any part of the
road or mainly depict non-road elements, such as buildings or cars.

Based on 7,324 images with a train-validation split of 80:20,
an initial model achieves an accuracy (loss) of 0.99 (0.03) for the
training data and 0.88 (0.45) on the validation dataset. A weighted
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F1 score of 0.88 is reached on the validation data, with class-speci�c
F1 scores of 0.95 for roadway, 0.87 for bike lane, 0.76 for cycleway,
0.59 for sidewalk, 0.91 for path, and 0.82 for no road or no single
focus area on the validation dataset.

2.3 Aggregation algorithm
To obtain a cohesive dataset for the entire road network within a
geographic boundary, an algorithm aggregates classi�cations of
individual images. We use the road segments provided in OSM
as prede�ned aggregation units without further subdivisions, en-
suring better compatibility with the utilized geographic database.
Additionally, relying solely on class predictions can make it di�-
cult to determine whether variations within a single road segment
re�ect actual di�erences in surface type or quality, which would
justify a further splitting of a segment, or if they result from noise
through factors such as imprecise geotags, incorrect classi�cations,
or inconsistent surfaces.

Images within the region of interest are assigned to a road seg-
ment based on their geo-coordinates. If an image is near multiple
road segments, such as a roadway and a cycleway (cf. image (b) in
Figure 2), we use the predicted road type class for the respective
images to resolve any ambiguity. Using all images successfully as-
signed to a road segment present in the underlying OSM network,
the surface type is determined by majority vote, while the surface
quality of the segment is calculated as an average.

Road segments may span multiple hundred meters, and certain
parts may be overrepresented, such as when a certain driveway
is highly frequented by one contributor. To prevent single parts
from disproportionately in�uencing the overall road segment rating,
we adjust the presented base idea by �rst computing aggregated
values for 20-meter subsegments and then calculating unweighted
aggregates of the values corresponding to these subsegments as the
predicted value for the entire road segment. To remove unreliable
results, a subsegment is required to have at least three agreeing
type classi�cations, and a road segment to have classi�cations for
at least half their subsegments, otherwise the value is considered
missing.

It should be noted that, while OSM is a viable choice due to its
high world-wide coverage and easy accessibility, other geographic
databases can be substituted in the aggregation algorithm, particu-
larly if they o�er a more reliable or �ner-grained network for the
area of interest.

3 Evaluation in real-world scenarios
The pipeline development was informed by communication with
German municipalities that could bene�t from the enriched road
network data. Speci�cally, we assessed the surface state on a pro-
vided target cyclewaynetwork of Berlin. Information onwhether
a cycleway is present on a road segment or if cyclists should use
the roadway was provided for 80% of the segments. For the re-
maining 20%, this information was inferred based on road type
classi�cations. Based on a manually labeled sample of this dataset,
we obtained an accuracy of 0.91 and an average F1 score of 0.84
for surface type, along with a Spearman correlation of 0.53 and an
accuracy of 0.62 for surface quality. These results suggest strong
generalizability of the type model and a robust performance of the

(a) road type unclear from single im-
age
surveyor99|123502363306902

(b) road with three road types: road-
way, cycleway, and sidewalk
carlheinz|160748322585932

Figure 2: Examples of clear and ambiguous road types. Im-
ages from Mapillary; contributor names and image IDs are
indicated for each image.

aggregation procedure. A more sensible aggregation algorithm in
future work for surface quality could likely bear potential for perfor-
mance improvements. Additionally, 20% of the road segments of the
entire cycling network lacked classi�cation values due to missing
images. Thus, even in a large city like Berlin, where Mapillary has
comparably very good coverage, certain parts of the infrastructure
remain underrepresented.

Municipalities and other interested parties can address these gaps
to fully utilize the pipeline. One such example is a rural munici-
pality in Germany who captured all their roads using a car-based
setup and uploaded the images to Mapillary. As the images were
captured consistently and in a high-quality homogeneous setup, is-
sues related to image quality, recency, completeness, and road type
classi�cation were signi�cantly reduced. However, while asphalt
and unpaved roads were well distinguished, the type classi�cation
model struggled with paving stone surfaces. (Concrete and sett
were excluded from this evaluation due to negligible occurrence
in the dataset). This di�culty was likely caused by the di�erent
characteristics of rural roads compared to the predominantly urban
settings in the training data, revealing limitations in transferability.
Speci�cally, based on a manually labeled sample of 214 road seg-
ments, we obtained an accuracy of 0.76, with F1 scores of 0.94 for
asphalt, 0.74 for unpaved, and 0.58 for paving stones. A Spearman
correlation of 0.52 for surface quality and an accuracy of 0.66 align
well with the evaluation of the Berlin use case.

4 Limitation and discussion
This paper proposes a pipeline that uses crowdsourced street-level
imagery to classify road network surface type and quality. While
initial evaluations in real-world scenarios demonstrated the feasibil-
ity of this approach, more extensive testing is required to assess the
overall performance. The described pipeline constitutes an initial
implementation, but several limitations and areas for improvement
remain.

Firstly, the underlying image database, Mapillary, does not guar-
antee good coverage across all regions, with varying coverage of
individual municipalities depending on contributor activity. Ad-
ditionally, image quality may vary, the recency of images might
not be provided, and images taken from a car perspective might
be over-represented, potentially introducing bias toward certain
road types. However, the infrastructure o�ered by the Mapillary
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app provides an easily accessible option for additional data collec-
tion, which can be utilized by communities, as demonstrated in our
second example in Section 3.

Secondly, the current implementation relies on pre-de�ned road
segments. However, road segments can exhibit non-uniform surface
characteristics, and future iterations should include methods to
subdivide segments when surface changes are detected in a robust
and reliable manner.

Thirdly, the current aggregation mechanism for surface quality
simply averages all values, without considering how di�erent qual-
ities may in�uence the overall rating. For example, if a subsegment
is rated as ‘bad’, the entire road segment might need to obtain a low
rating. As our initial evaluation for the Berlin cycleway network in
Berlin in Section 3 suggests, further research into more meaningful
aggregation may be bene�cial.

Moreover, further research into road type classi�cation could
enhance accuracy and make it independent of underlying road net-
work metadata. While current road scene segmentation models [21]
fail to provide robust classi�cations on our training data, advance-
ments in this �eld may o�er superior results compared to image
classi�cation, as they provide more granular information. Alterna-
tively, including additional training data sources, such as the newly
released Global Streetscapes [11] street-view image dataset contain-
ing road type information, may improve model performance.

The generalizability of the classi�cation models presents an
additional challenge. While the training dataset StreetSurfaceVis
is mindfully created to provide a heterogeneous set of images, the
model will most likely not classify every potential road type equally
well. A process should be implemented to extend the training data
with cases the model struggles with, including, e.g., road types and
surfaces prevalent in other countries.

Generally, transferability to other regions may pose an issue
due to geographical limitation of the training data, the coverage
of Mapillary images, and the coverage of OSM road network data,
including metadata on road types. Additionally, our approach may
encounter di�culties in regions experiencing rapid changes in their
road network, as the images need to be temporally aligned.
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Abstract
MapYog addresses the critical challenge of managing and analyzing
heterogeneous, multi-granular geospatial data, a key issue in urban
planning, environmental monitoring, and various geospatial appli-
cations. Existing systems often struggle to integrate diverse data
types—actual, predicted, and simulated—across di�erent spatial and
temporal scales, limiting their capacity for in-depth, real-time anal-
ysis. MapYog overcomes these limitations through its innovative
geospatially and temporally coded (GT-coded) dataset abstraction
model1, which uni�es and curates data from multiple sources with
customizable granularity. Unlike existing platforms, MapYog fea-
tures a powerful UI built on deck.gl and kepler.gl, enabling sophis-
ticated layer-based visualizations and dynamic auto-granularity
zooming. Its decoupled microservice architecture further distin-
guishes it by o�ering enhanced scalability, �exibility, and modular-
ity, separating preprocessing, model training, and API operations.
These features make MapYog a more robust and adaptable solu-
tion for complex geospatial data challenges compared to traditional
systems. Application Release2
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1 Introduction
Globally, �ne particulate matter air pollution caused 6.7 million
premature deaths3 and 93 billion cases4 of illness in 2019. Urban
heat islands, which trap heat absorbed by buildings, exacerbate
these issues, increasing health costs and disease burdens. The inter-
action between urban heat and air pollution is a growing concern,
and studying their combined e�ects is becoming more common in
Urban AI research.

Multiple Data Sources In parallel with these challenges, there
has been a proliferation of �ne-grained hyperlocal urban data,
driven by the widespread availability of advanced data collection
technologies. The advent of Internet of Things (IoT) devices, satel-
lite remote sensing, and other networked sensors has made it eas-
ier and more cost-e�ective to gather large volumes of real-time
spatial data [1]. This Actual data, which includes air quality in-
dices (AQI)56, meteorological records78, building heights9, and even
crowdsourced human sensing data [2]10, o�ers unprecedented op-
portunities for urban analysis and environmental monitoring.

Other valuable sources of data are predicted data from AI models
and simulated data from AI-driven simulation tools. Predicted data
provides insights through �ne-scale forecasts, such as detecting
wild�res or structural changes via AI-powered thermal remote sens-
ing. Simulated data, generated by advanced models like GraphCast
for weather forecasting, adds another layer of complexity.

Multiple Data Modalities Additionally, this geo data is multi-
modal, including time-series data from IoT sensors, remote sensing
images, videos from surveillance cameras and drones, and tabular
data from censuses and surveys. Most of it is geo-tagged, embedding
spatial and temporal information crucial for urban analysis.

Multiple Data Granularities As urban planning evolves, the
concept of the digital twin, originally from manufacturing and
aerospace disciplines, has been extended to urban environments.
Digital twins [2] enable the integration and simulation of multi-
granular data, capturing varying levels of spatial and temporal
detail. For instance, remote sensing data may provide broader re-
gional insights, while drone imagery and surveillance cameras

3https://who.int/news-room/fact-sheets/detail/household-air-pollution-and-health
4https://internationalbanker.com/�nance/air-pollution-is-responsible-for-critical-
global-health-and-economic-problems
5https://www2.purpleair.com/
6https://www.epa.gov/data
7https://open-meteo.com/
8https://openweathermap.org/darksky-openweather-3
9https://www.overturemaps.org/
10https://cozie.app/
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Figure 1: MapYog’s Map User Interface (MapUI) showing point as
well as area-level data based on the Air Quality Index (AQI) data
aggregated by MapYog’s Data Aggregator backend from Purple API
(a sensor-based data collection API).

o�er hyperlocal views. Similarly, temporal granularity ranges from
hourly satellite images to second-level video data, creating a rich,
layered understanding of urban dynamics.

Joint exploration of heterogeneous, multi-granular data in Ur-
banAI is essential for understanding complex urban environments.
By examining relationships between di�erent spatial scales and di-
verse data, insights emerge, such as the link between infrastructure
changes and environmental shifts detected by thermal remote sens-
ing. This joint approach bene�ts various stakeholders by improving
quality of life, enabling advanced research, helping agencies mon-
itor key factors, and allowing businesses to optimize resources –
with visualization being crucial for interpreting this data.

Challenges Building a joint visual analytics system for hetero-
geneous, multi-granular urban data is challenging due to varied
spatial scales and granularities. The system must o�er �exible map
visualization adaptable to di�erent data types and scales, from small
to large areas, and support both point- and area-level analysis. It
should also integrate new data sources seamlessly, including IoT,
satellite, crowdsourced, predictive, and simulated data. A decou-
pled design is essential for integrating data curation, analytics, and
visualization, ensuring independent operation and easy updates.

Existing systems for environmental and urban data visualiza-
tion largely fall into proprietary, paid services, such as Google’s
environment APIs11 and India’s Ambee12, which focus primarily
on visualization rather than data curation. While these services
provide estimates for various environmental metrics like air quality
and pollens, they often do not address the complexities of integrat-
ing and curating diverse data sources. Notable visualization-focused
projects include Heigit13, Deck.gl14 for extensive layer-based map
visualizations, and Cesium15 for 3D maps. Advances in the Digital

11https://mapsplatform.google.com/maps-products/#environment-section
12https://www.getambee.com/
13https://heigit.org/projects/
14https://deck.gl/
15https://cesium.com/platform/cesiumjs/

Twin development community have improved spatial data visual-
ization, but current applications often neglect the spatial accuracy
and reliability of urban digital twin components [3].

Recent e�orts have seen some progress in integrating data and
visualization, with libraries like Uber’s Kepler.gl16 providing more
automated and �exible visualization tools. However, integration
of machine learning and simulation models into these systems re-
mains limited, with few exceptions like the NUS’s Microclimate
Digital Platform17, which has restricted open-source access. Addi-
tionally, data curation capabilities are notably absent from many
existing tools, such as Kepler.gl, which o�ers limited data upload
functionality. Overall, there is a clear gap in end-to-end integrated
systems that combine robust data curation with complex data vi-
sualization, providing easy access and usability for stakeholders
dealing with heterogeneous and multi-granular data.

To address these gaps, here are the key aspects and contributions
of the MapYog system:

• Powerful UI Interface: MapYog o�ers a powerful UI with
a Map UI built on deck.gl and kepler.gl for advanced layer-
based visualization of multi-granular data, and a Data UI
for listing, loading, and curating datasets with customizable
spatial and temporal granularity.

• DatasetAbstraction: MapYog’sGT-coded dataset abstrac-
tion streamlines curation of heterogeneous, multi-granular
data into uniform spatiotemporally constrained tables or
objects, enabling �exible management of diverse data types,
metrics, spans, and granularities.

• Data Curation and Integration: MapYog excels in manag-
ing data collection and model-based predictions, integrating
and aggregating diverse data sources through backend job
scheduling with customizable spatio-temporal granularities.

• Decoupled Architecture: MapYog’s decoupled architecture
uses dataset abstraction for consistent data management
and API-driven microservices to separate preprocessing and
model training, ensuring �exibility and modularity in data
handling and analytics.

• Advanced Visualization Features: It o�ers dynamic auto-
granularity zooming with H3 spatial indexing, supports cus-
tom visualization layers, and enables interactive temporal
data visualization for both real-time and historical data.

• Data Analytics Capabilities: MapYog provides spatial and
spatio-temporal �ltering, layer-based analysis, and joint visu-
alization of multiple data layers for comprehensive insights.

2 Architecture Overview
The MapYog system architecture (see Figure 2) is divided into fron-
tend (yellow) and backend (red) components, each with specialized
modules that interact seamlessly. The frontend includes the MapUI
for interactive geospatial data visualization, and the Data UI for
dataset selection and curation. The backend, built on Flask, handles
requests from the frontend and includes the Data Support module,
which manages dataset initialization, temporal data fetching, and
scheduling data aggregation tasks. The Data Aggregator module,

16https://kepler.gl/
17https://cde.nus.edu.sg/arch-ucdl/researches/ucdl-microclimate-digital-platform/
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composed of the Data Collector, Predictor, and Simulator, is respon-
sible for retrieving, predicting, and simulating data. The database
stores all system data, while the Tileserver provides map styling
and base map customization.

Figure 2: High Level Architecture of MapYog

We�rst describe the dataset abstraction, which plays a key role in
MapYog. Following that, we discuss the dataset curation work�ow
within the architecture. Afterward, we will cover the Map-based
Data Visualization, and lastly, delve into the Data Analytics.

2.1 Dataset Abstraction
At the heart of MapYog is its ’GT-coded dataset’ abstraction, stream-
lining the curation of diverse, multi-granular data from both actual
and model-based sources. Its key properties include:

Span: The ’span’ attribute de�nes the spatio-temporal window
within which data is measured or estimated. Temporal spans can
include past, future, or ongoing periods, categorizing datasets into
historical or live categories. Spatial spans de�ne the geographical
area of interest, such as states, cities, or counties, enabling localized
data analysis.

Granularity: A signi�cant focus of MapYog is on granularity,
which is subdivided into temporal and spatial dimensions. Temporal
granularity breaks down the time span into �ner intervals, allowing
for detailed time-based analysis, while spatial granularity divides
the spatial span into point-level or area-level data, accommodating
di�erent scales of geographic data.

This dataset abstraction di�ers from typical machine learning
datasets because each data point is bound by geospatial and tempo-
ral constraints, determined by the dataset’s span and granularity
properties. For instance, a point-level dataset would have each data
point linked to speci�c geo-coordinates within its spatial span, such
as AQI sensor readings in New York. Similarly, an area-level dataset,
like a grid, would associate data points with square cells based on
the dataset’s granularity, such as 1 km x 1 km cell-level estimates
from an AI-based AQI model in New York. Additionally, the data
points are temporally coded, meaning they correspond to particu-
lar moments or intervals within a temporal span. We de�ne such
dataset as a geospatially and temporally coded (GT-coded) dataset.

(a) Dataset Catalog UI

(b) Dataset Curation UI (c) On-click temporal graph pop-up
Figure 3: MapYog’s Data & Temporal UI

Metric: Each dataset revolves around one or more metrics, such
as AQI or temperature, representing the quantity measured or esti-
mated at a speci�c spatiotemporal span and granularity. A metric
is a meaningful value that can be associated with a point or area
at a particular span and granularity i.e. it can be GT-coded. For
instance, a raw remote sensing image may not provide immediate
insights, but extracting land usage within building boundaries from
that image transforms it into a meaningful metric.

Source Type: Datasets in MapYog can come from a range of
sources, including actual data from sensors and satellites, predic-
tions from AI models, or simulated data from simulations. A valid
source must eventually provide GT-coded metric data, allowing for
the seamless integration of various data types.

It’s important to note that source data may require transforma-
tion into GT-coded data. For example, surveillance camera footage
isn’t GT-coded by default, but extracting a relevant metric—such
as the pedestrians counts on a geospatially de�ned sidewalk, struc-
tured using a grid like H3 indexing—makes it so. Similarly, predic-
tive or simulation models should produce GT-coded outputs, either
by directly generating GT-coded data such as, predicting AQI esti-
mates at a granularity like 10m x 10m, or through post-processing.

2.2 Dataset-Driven Data Curation
MapYog employs a dataset-driven approach to data curation, where
the Data UI (see Figure: 3 (a,b)) acts as the primary interface, facili-
tating interaction with the Data Curation backend and the database.
This process begins with dataset initialization, which creates a data-
base table linked for the dataset and stores its meta-information.

Actual Data Collection: When curating actual data, a data
aggregation job is scheduled via the Data Aggregation Job Scheduler
(see Figure 2). This job is responsible for collecting the selected
metric’s data (e.g., AQI, temperature) from the data source API for a
speci�ed spatiotemporal span and granularity. The Data Collector
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submodule of the Data Aggregator module fetches the necessary
data, which is then stored in the initialized dataset, e�ectively
connecting the dataset with the data source API.

Integration with ML & Simulation Models: For data derived
from machine learning (ML) models or simulations, a similar job
scheduling approach is used. The job aggregates predictions from
the selected metric’s prediction or simulation API, utilizing recent
seed data to generate forecasts. The job supplies this seed data from
live datasets, facilitating real-time predictions or simulations. For
instance, live AQI data can be used to forecast future conditions,
with the results stored in a separate, pre-initialized dataset. This
method also supports historical data predictions, allowing for gran-
ularity adjustments, such as converting point-level sensor data into
area-level estimates like county-wide AQI values.

The curated datasets can be viewed and loaded using the Dataset
Catalog (see Figure 3 (a)) which is also part of Data UI.

2.3 Decoupled Architecture
MapYog’s architecture is designed with a strong emphasis on de-
coupling, achieved through a dataset-driven communication pro-
tocol and API-driven microservices. The dataset-driven abstrac-
tion standardizes the integration of heterogeneous, multi-granular
data—whether historical, live, predicted, or collected—by storing
all data types as datasets. This uniform approach ensures seam-
less communication between jobs and various source, prediction,
or simulation APIs. Additionally, the architecture further decou-
ples processes by keeping raw data preprocessing behind source
APIs and model training and deployment behind prediction APIs,
allowing for modular and independent system components.

2.4 GIS Database and Custom Data Upload
MapYog’s backend is powered by a cloud-hosted GIS database,
where datasets are stored as spatiotemporally coded objects. Each
dataset is de�ned by its speci�c granularity, geocoding, and tempo-
ral span, ensuring precise spatial and temporal data organization.
The database is decoupled from the core system via an API, aligning
with the dataset abstraction and allowing �exibility in database
selection, including specialized GIS or spatio-temporal databases.
Additionally, MapYog supports the self-upload of datasets, enabling
users to explore and curate custom data.

Figure 4: Granularity based automatic zooming functionality

2.5 Map-Based Data Visualization and Analytics
in MapYog

MapYog leverages the kepler.gl library, which builds upon deck.gl,
to provide advanced map-based data visualization and analytics.

By using layered visualization, MapYog allows users to overlay
multiple variables on a single map, facilitating comprehensive data
exploration. Key features include auto-granularity zooming (see
Figure 4), which employs H3-based18 spatial indexing to adjust
visual detail dynamically based on zoom level. Additionally, users
can apply parameter-based �ltration, toggle layer visibility, and
engage with 3D visualizations, enhancing the clarity of spatial data.

Custom visualization layers are a signi�cant aspect of MapYog’s
capabilities, supporting speci�c aggregation, �ltering, and visual-
ization needs across 2D, 3D, and temporal dimensions. The plat-
form extends kepler.gl’s point data pop-ups to include area-level
information for various granularities and integrates temporal data
visualization (see Figure 3 (c)). This includes real-time and historical
data displays through interactive pop-ups based on dataset status.
MapYog’s custom tile server, using OpenStreetMap Tiles, provides
a �exible and con�gurable base map style.

In terms of data analytics, MapYog inherits kepler.gl’s robust an-
alytical features, including spatial-�ltering such as polygon-based
�lters, spatio-temporal video processing, and layer-based data �l-
tering. The platform enables joint analysis by �ltering and blending
multiple layers, adjusting colors to visually combine overlapping
data e�ectively.

3 Conclusion and Future Directions for MapYog
MapYog has made notable progress in geospatial data management
with its GT-coded dataset abstraction model, enabling e�cient han-
dling of multi-granularity and heterogeneous data. By integrating
actual, predicted, and simulated data, it supports detailed spatial and
temporal analytics. Its decoupled microservice architecture boosts
scalability, making it a powerful tool for complex data challenges.

MapYog’s future development will focus on enhancing data an-
alytics, database capabilities, and data management. It plans to
improve temporal analysis with multi-metric time series and corre-
lation studies, and enable more complex analyses like comparative
analysis across spatial and temporal spans and inter-granularity
variations.

The database will be upgraded by experimenting with distributed
systems like Apache Sedona to improve scalability and e�ciently
manage multi-granularity data.

MapYogwill introduce live data visualization for real-time streams
and simulated historical data, along with user pro�ling and dataset
ownership for better access control. It will expand to diverse do-
mains like surveillance and health records, addressing data granu-
larity challenges to enhance adaptability and robustness.
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reinforcement learning algorithm, demonstrating the latters 
superiority in solving location models. This study presents a novel 
approach to optimizing the configuration of shared transportation 
planning in Shenzhen, offering a valuable reference for the location 
selection of other facilities. 
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1 INTRODUCTION 
As environmental awareness continues to grow, an increasing 
number of people are inclined to reduce their environmental impact 
through sharing methods. The sharing economy, an emerging 

ABSTRACT 
As a contemporary mode of transportation for medium-to-long 
distances, the widespread adoption of free-floating shared electric 
vehicles has the potential to reduce urban carbon emissions and 
alleviate traffic congestion. However, this mode of transportation 
also faces challenges such as irregular parking and supply-demand 
imbalances. This study proposes a spatial optimization method for 
the deployment of free-floating shared electric vehicles. The 
research employs data sources such as population, points of interest, 
and public parking lots in Shenzhen, utilizing spatial analysis 
methods to explore the spatial distribution relationship between 
public parking lots and influencing factors. By combining spatial 
distribution characteristics, a maximum coverage location model is 
established, and a deep reinforcement learning algorithm is utilized 
to solve the model, yielding optimized results. The efficacy of 
traditional algorithms is compared with that of the deep 
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economic model [1], optimizes resource use through sharing, 
leasing, or borrowing, which reduces waste and pollution while 
promoting sustainable urban development [2]. Shared mobility, an 
important field within the sharing economy, enables flexible and 
free travel through shared means, such as shared cars, bicycles, and 
scooters. Shared Electric Vehicles (SEVs), used for medium and 
long-distance travel [3], offer convenience and flexibility. They 
enable users to travel short distances within cities and take longer 
trips without owning a car, thereby reducing travel and 
maintenance costs. The widespread adoption of SEVs can reduce 
fuel consumption, minimize resource waste, and alleviate urban 
traffic congestion. 
The current research on SEVs is primarily concerned with the 
location of charging stations [4], the optimization of rental points 
[5], and the planning of relocation and pricing strategies for SEVs 
[6]. However, limited research has focused on the location 
optimization of Free-Floating Shared Electric Vehicles (FFSEVs). 
As a novel, flexible, and convenient mode of sharing, existing 
research predominantly emphasizes balancing vehicle downtime 
with the number of charging stations [7]. This is achieved through 
the use of mixed-integer linear programming combined with 
demand forecasts based on national mobility and taxi trip data, 
which are employed to plan operational areas [8]. Wang et al. [9] 
have proposed an algorithm based on deep reinforcement learning, 
which uses attention mechanisms and deep reinforcement learning 
to solve the Maximum Coverage Location Problem (MCLP) [10]. 
This algorithm has been demonstrated to provide efficient and rapid 
solutions for MCLP across various problem scales, offering a new 
perspective for subsequent spatial optimization problems [11]. 
Zhong et al. [12] have developed a new method, called ReCovNet, 
which leverages deep reinforcement learning to address the 
Maximum Coverage Billboard Location Problem (MCBLP). This 
method achieves a good balance between efficiency and accuracy 
and has been successfully applied to a real case in New York City. 
To address current research gaps in optimizing FFSEV deployment 
areas using artificial intelligence, this study combines SEV spatial 
distribution characteristics, establishes a maximum coverage model, 
and applies a deep reinforcement learning algorithm for optimal 

allocation. By comparing with traditional algorithms, this study 
demonstrates that deep reinforcement learning methods can 
effectively guide SEV optimization.  

2 DATA AND METHODS 

2.1 Study Area 
Shenzhen is a modern city in China that has been significantly 
affected by the reform and opening-up policy. It has experienced a 
period of rapid economic development and is one of China's Special 
Economic Zones, which serves as an international comprehensive 
transportation hub. The population of Shenzhen is highly mobile, 
particularly in the city center and commercial areas such as Futian 
District and Luohu District. This places significant demands on the 
transportation system. The majority of commuters rely on the metro 
and bus systems, yet congestion during peak hours persists as a 
significant challenge that requires immediate attention. The 
optimization of the allocation of shared electric vehicles can 
significantly alleviate traffic pressure and serve as a model for 
shared transportation planning in similar cities. 

2.2 Data 
The operational model of free-floating shared electric vehicles is 
contingent upon the distribution of parking lots. Consequently, this 
study employs public parking lot data from Shenzhen to simulate 
the deployment areas of free-floating shared electric vehicles. The 
comprehensive data used in this study includes population data, 
public parking space data, road network data, and Points of Interest 
(POI) data. The public parking lot data was sourced from the Amap 
Open Platform as of May 30, 2024. The dataset contains facility 
names, facility addresses, latitude and longitude coordinates, and 
public parking lot IDs, totaling 5,992 records. Population data was 
sourced from the WorldPop website with a resolution of 100 meters. 
Shenzhen's road network data was obtained from GLOBIO's GRIP 
global road database.  

 

Figure 1: Study Area. 
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POIs are typically employed to describe specific locations or places 
on a map that are attractive or of practical value to people. The 
analysis of POI points facilitates the comprehension of a regions 
economic development, tourism resources, transportation facilities, 
and other pertinent aspects. Through research and analysis, it was 
found that POI data for residential areas, schools, shopping malls, 
accommodation services, leisure and entertainment, transportation 
facilities, attractions, and industrial parks have a significant 
correlation with the distribution of parking lots. This finding aids 
in further exploring the usage patterns of free-floating shared 
electric vehicles. 
All these data points are sourced from Amap. A spatial analysis of 
the parking lot dataset revealed that the majority of public parking 
lots are concentrated in the Shenzhen-Hong Kong Innovation 
Cooperation Zone in Futian District, the Exhibition and Ocean City 
in Baoan District, the Comprehensive I nnovation Core Zone 
jointly formed by Baoan and Nanshan Districts, and the 
Guangming Science City in Guangming District. The remaining 
parking lots are distributed in the high-tech industrial zones of 
various districts. As shown in Figure 2, These areas are all situated 
in the city center and are distinguished by their highly developed 
economies, convenient urban transportation, and dense populations. 
Consequently, this study conducts a more comprehensive 
investigation into the factors influencing the development of public 
parking lots, with a particular focus on the aforementioned 
commonalities. 

 

Figure 2: Spatial distribution of public parking lots in 
Shenzhen. 

2.3 Methods 
2.3.1 Maximum Coverage Location Problem Model. This 

study employs a Maximal Coverage Location Problem (MCLP) 
model, which aims to cover the largest possible demand area using 
a limited number of facility points. The maximal coverage model 
can be represented as follows:  
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� 𝑇𝑇𝑖𝑖 ≤ 𝑃𝑃
𝑀𝑀

𝑖𝑖=1
(3) 

                   𝑇𝑇𝑖𝑖 ∈ {0,1},       ∀𝑗𝑗 = 1,2, … ,𝑀𝑀 (4) 
                   𝑆𝑆𝑖𝑖 ∈ {0,1},       ∀𝑀𝑀 = 1,2, … ,𝑁𝑁 (5) 

where 𝐸𝐸  represents the maximum amount of covered demand; 
𝑀𝑀  denotes the demand points, 𝑗𝑗  and denotes the facility points; 𝑁𝑁 
and 𝑀𝑀  are the sets of demand points and facility points, 
respectively; 𝑃𝑃  is the number of facility points allowed to be 
established; 𝑅𝑅 is the service radius of a facility point; 𝑄𝑄𝑖𝑖 represents 
the demand at demand point 𝑀𝑀; 𝑇𝑇𝑖𝑖 indicates the selection status of 
facility point 𝑗𝑗, with 𝑇𝑇𝑖𝑖 =1 if facility point 𝑗𝑗 is selected, and 𝑇𝑇𝑖𝑖 =0 
otherwise; 𝑆𝑆𝑖𝑖  indicates the coverage status of demand point 𝑀𝑀 , 
with 𝑆𝑆𝑖𝑖 =1 if demand point 𝑀𝑀 is covered, and 𝑆𝑆𝑖𝑖 =0 otherwise; 𝑀𝑀𝑖𝑖𝑖𝑖 
represents the coverage of demand point 𝑀𝑀 by facility 𝑗𝑗, if facility 𝑗𝑗 
covers demand point 𝑀𝑀, then 𝑀𝑀𝑖𝑖𝑖𝑖=1, otherwise 𝑀𝑀𝑖𝑖𝑖𝑖=0; 𝑑𝑑𝑖𝑖𝑖𝑖  represents 
the distance from demand point 𝑀𝑀 to facility point 𝑗𝑗. 

2.3.2 Deep Reinforcement Learning. Deep reinforcement 
learning is a hybrid of reinforcement learning and deep learning 
that enables an agent to interact continuously with its environment 
to obtain the optimal solution strategy. The agent perceives the state 
of the environment and learns to select an appropriate action based 
on the received reward feedback to maximize long-term benefits. 
The environment receives a series of actions from the agent and 
evaluates them, providing feedback to the agent. This cycle 
continues until convergence or until the predefined number of 
training iterations is reached, as shown in Figure 3. Consequently, 
it exhibits considerable efficacy and extensive potential for 
deployment in addressing intricate decision-making challenges. 

 

Figure 3: Deep Reinforcement Learning Framework. 

2.3.3 Workflow. Due to the constraints imposed by the 
limitations in equipment conditions and data availability, this study 
selects Futian District in Shenzhen, which is characterized by a 
high population density, high mobility, and a dense transportation 
network, as the study area. The district is divided into 200×200 
grid cells, with the center point of each grid cell designated as the 
demand point for the area. In order to evaluate the demand of a 
region, it is necessary to consider the influence of its surrounding 
environment in a comprehensive manner. 
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Figure 4: The workflow for optimizing the location of FFSEV. 

As the deployment area of free-floating shared electric vehicles 
includes public parking lots, this study employs kernel density 
analysis and hot spot analysis to explore the spatial relationships 
between population, transportation networks, POIs, and public 
parking lots. Geographic detectors are employed to calculate the 
influence weight of each factor on public parking lots. 
First, kernel density analysis is conducted for each influencing 
factor, and the values are extracted to the demand points. 
Subsequently, geographic detectors are employed to calculate the 
influence weight of each factor, and a weighted sum is performed 
to obtain the demand for each demand point. Finally, a maximal 
coverage model is established, and deep reinforcement learning is 
employed to solve the model, resulting in the final optimized results.  
The results are then compared with the efficiency and coverage of 
traditional algorithms. Figure 4 shows the workflow for optimizing 
the location of the FFSEV.  

3 Experiments and Analysis 

3.1 Influencing Factors 
3.1.1 Transportation Network. The distribution of the 

transportation network has a direct impact on the smoothness of 
traffic flow and the selection of travel routes. The density of the 
transportation network directly affects the convenience of travel, 
thereby influencing the distribution of parking demand. The 
application of hot spot analysis to the road network in Shenzhen, as 
illustrated in Figure 5, reveals the presence of hot spot areas 

distributed across the eastern portion of Bao'an District, the 
southeastern coastal areas, and extending to the central Longgang 
District. These areas are connected to Nanshan District and Futian 
District. Other notable hotspot areas are located in Longhua District. 
The cold spot areas are located in Dapeng New District, Pingshan 
District, the southwestern part of Longgang District, the 
northwestern part of Guangming District, and the northern part of 
Bao'an District. The areas with a high density of parking lots exhibit 
a significant overlap with the hot spot areas of road density. 

 

Figure 5: Hot spot analysis of the transportation network. 
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3.1.2 Population Density. Population density is a fundamental 
factor in spatial analysis, as it reflects the distribution of people 
within a given area. A high population density is typically 
indicative of a greater prevalence of social activities and economic 
exchanges, accompanied by a correspondingly greater consumer 
demand. This study employs a spatial overlay of the distribution of 
parking lots with population density to reflect their relationship. 
Areas with high population kernel density values exhibit a high 
degree of correlation with those with high parking lot values. As 
shown in Figure 6, The aforementioned areas are primarily situated 
in Futian District, the southwestern portion of Luohu District, the 
central-north region of Bao'an District, and the comprehensive 
innovation core zone, which is formed by the southern parts of 
Bao'an District and Nanshan District. 
These regions are home to a significant number of high-tech and 
innovative enterprises, as well as numerous high-end residential 
communities. They also offer a wide range of living and 
entertainment facilities, and boast a rich cultural and educational 
infrastructure. Consequently, these areas experience a considerable 
increase in traffic loads and commuter volumes. The introduction 
of free-floating shared electric vehicles has the potential to enhance 
vehicle mobility, reduce the number of privately owned vehicles on 
the road, and consequently, reduce traffic congestion. 

 

Figure 6: Population density and parking lot distribution. 

3.2 Geographic Detector 
The primary functions of the Geographic Detector include factor 
detection, interaction detection, risk detection, and ecological 
detection [13]. This study employed factor detection and 
interaction detection to assess the explanatory power of influencing 
factors on the dependent variable, as well as the interaction effects 
among different factors on the dependent variable. The quantity of 
public parking lots was considered the dependent variable, while 
the numerical values of various influencing factors were treated as 
independent variables to explore their explanatory power and 
significance regarding the quantity of public parking lots. The 
specific values of the dependent and independent variables, along 
with the results, are presented in Table 1. 

Table 1: Results of Factor Detector. 

Category Variable q-Statistic p-Value 
Population density X1 0.1337 0.00 

Road network X2 0.2988 0.00 
Industrial Park X3 0.0579 0.00 

University X4 0.2922 0.00 
Scenic spots X5 0.2609 0.00 

Mall X6 0.6456 0.00 
Recreational sports  X7 0.5080 0.00 

Residential area  X8 0.5057 0.00 
Accommodation 

services 
X9 0.4648 0.00 

Transportation 
facilities  

X10 0.4727 0.00 

As shown in Figure 7, the interaction detector indicates a general 
enhancement among all factors. This indicates that the distribution 
of parking lots is influenced by the interaction of multiple factors, 
rather than being solely controlled by a single factor. In particular, 
there is a notable correlation between the university (X4) and the 
residential area (X8), the latter of which is also linked to the mall 
(X6) and transportation (X10). Additionally, there is a significant 
relationship between the scenic spot (X5) and the mall (X6). 
Conversely, the interaction between population density (X1) and 
industrial park (X3), as well as between population density (X1) 
and road network (X2), is relatively weak. A pronounced positive 
influence is evident among the remaining factors. 

Figure 7: The results of the interaction detector. 

3.3 Location Optimization 
Due to the limitations of the available equipment and the size of the 
model, the demand points are selected from the center of the 200×
200m grid points in Futian District, which totals 1,797 demand 
points. For the purpose of identifying potential sites, the Arcpy 
software is employed to filter the data, with public parking lots 
within a 200-meter radius classified as large-scale public parking 
lots, resulting in 159 facility points. In this study, we employ deep 
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reinforcement learning to address the MCLP model, identifying 30 
deployment areas for free-floating shared electric vehicles with a 
service radius of 500 meters each [14]. The data is imported and 
divided into two sets: demand points and facility points. A total of 
12,800 training samples and 2,000 validation samples are generated 
automatically. The epoch size is set to 12,800, and the batch size is 
set to 640. Upon completion of 277 iterations of the training process, 
the difference in the loss function reaches a minimum and the 
algorithm begins to converge. This ultimately satisfies the 
condition of maximum demand. 
Furthermore, this study compares the solution time, coverage 
volume, and coverage rate of traditional algorithms, namely genetic 

algorithm (GA) and Gurobi solver, with deep reinforcement 
learning (DRL), as illustrated in Figure 8 and Table 2. It can be 
observed that Gurobi achieves the best coverage volume and 
coverage rate, thereby providing the optimal solution for the 
maximum coverage model. Although the coverage rate of DRL is 
slightly lower than that of Gurobi, it is higher than that of GA. With 
regard to solution time, the time required by Gurobi is 37 times that 
of DRL, while the time required by GA is 7.7 times that of DRL. 
This suggests that DRL is more efficient and produces superior 
solutions in the context of site optimization. 
 
 

  
(a) Input Data (b) GA 

  
(c) DRL (d) Gurobi 

Figure 8: Results of different solving methods. 

Table 2: Different Solving and Results.  

 

 

 

Solution method Solution time(s) Objective value Coverage rate(%) 

GA 2.038 258 42.36 
Gurobi 9.820 273 44.83 
DRL 0.265 271 44.50 
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4 CONCLUSION 
This study proposes an optimization method for configuring the 
Maximum Coverage Location Model using deep learning 
algorithms to address issues such as parking difficulties and supply-
demand imbalances of FFSEV. Taking Shenzhen as an example, 
this study explores the spatial distribution characteristics of free-
floating shared electric vehicles through the spatial distribution 
characteristics of public parking lots. A variety of factors 
influencing the distribution of public parking lots are analyzed, 
revealing a high degree of correlation between areas of high 
population density and dense transportation networks with public 
parking lots, particularly in the Futian District of Shenzhen. The 
Geographic Detector is employed to elucidate the explanatory 
power of each factor on parking lot distribution. Shopping centers 
exhibit the highest explanatory power, while industrial parks 
exhibit the lowest. The weights corresponding to each factor are 
then derived. By weighting and summing, the demand for each 
demand point is determined. Subsequently, a Maximum Coverage 
Model is established for the Futian District, Shenzhen, using deep 
reinforcement learning algorithms to obtain optimization results. 
The efficacy of deep reinforcement learning in solving site 
optimization models is validated by a comparison with traditional 
algorithms. 
Nevertheless, it should be noted that this study is not without its 
limitations. Due to the limitations of the model size and the data 
constraints, the use of public parking lots to simulate the spatial 
distribution of FFSEVs may introduce some errors. Furthermore, 
the limited capacity of the device precludes the selection of 
extensive research areas. Future work will continue to optimize the 
model, improve solution efficiency, and increase model size in 
order to more accurately address real-world problems. 
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